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Abstract: There are a number of modern disciplines in digital signal processing (DSP) that deal with so-called blind images. The core
of this problem is that there are two images mixed into one image, which requires separating these images and recovering the original
images. There are many methods and strategies used to solve this problem. One of these solutions is unsupervised machine learning
mechanisms, as in Independent Component Analysis (ICA), which uses the statistical properties of the latent images. This method is
essentially dependent upon the statistical characteristics of observation signals and the non-Gaussian limitations between the mixed
image conditions. For all applications, the ICA needs to be enhanced; therefore many optimization methods used for that purpose.
The swarm intelligence methods are one of many techniques utilized to enhance the ICA’s efficiency. For this purpose, in this paper,
three swarm optimization methods used are Quantum Particle Swarm Optimization (QPSO), Particle Swarm Optimization (PSO), and
Artificial Bee Colony (ABC). These methods implemented, on nine gray-scale images with seven nixing cases, separately. The results
are been evaluated under three metrics for assessment are Structural Similarity Index Measurement, Peak Signal to Noise Ratio, and

Normalized Cross Correlation. The applying of this system gave optimal results under the specified measurements.
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1. INTRODUCTION

One of a signal processing mechanism is so-called a
Blind Source Separation (BSS) which emerged in the late
’1980s [1], [2]. The BSS represents process of separating to
unknown mixed signals and recovering original signals. The
latent signals are mixing in unknown method. It becomes
very significant topic in several areas of signal processing,
as speech processing, medical imaging, image processing,
communication systems, and others [1], [3], [4]. At the 20
years ago, the BSS researches were widely concentrated
on speeches and sounds signal separation. That due to
the simplicity of speech signal representation and easily
recovering the original signals form the observations. After
the developing in the BSS algorithms, it become able to
process all data types as blind images.

In general, there is a novel method of the BSS present
successfully solutions of the blind image separation is called
the Independent Component Analysis (ICA). This method
essentially is dependent upon the statistical characteristics
of an observation signals and the non-Gaussian limitations

between the mixed images conditions [5], [6].

In the ICA method, there are some limitations, such
as: there should be not less than one regularly distributed
(Gaussian) source and a number of sensors that is higher
than or equivalent to the number of sources, and other
limits [1], [3], [7], [8]. For these reasons, the ICA viewed
some drawbacks as an attenuation and a distortion in
the recovering signals. Additionally, the fitness (objective)
function and the optimization approach are the two primary
components that the ICA rely on [1], [3]. In order, it very
necessary to use an active either the objective function or
the optimization technique for improving the performance
of the ICA results.

In past years, most researches which dealing with the
ICA concerned on the blind sounds and speeches signals
[11, [3], [7], [9]. In the current time, the researchers goes
to treat blind text and blind images [5], [10], and other
types of signals according to a particular application. For
all applications, the ICA needs to enhancing, therefore
many optimization methods used for that purpose as neural
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networks, genetic algorithm particle swarms, and other
methods.

In this work, three meta-heuristic optimization methods
used in order to enhance the ICA algorithm’s performance,
these methods are PSO [11], [12], [13], ABC [14], [15],
and QPSO [12], [16]. These methods applied under nine
separation cases, comes from fourteen images, ten gray-
scale images mixed to produce seven mixture images and
four-color images mixed to produce two mixture cases. The
results of the separation process shows that the recovering
image match or very nearby to match original images
determined by a few objective and subjective metrics, as
Normalized Cross-Correlation (NCC) [17], [18], Structural
Similarity Index Measure (SSIM) [19], [20] and Peak Signal
to Noise Ratio (PSNR) [21], [19], [22].

This section views research focuses which are the Blind
Image Separation and ICA also some methods of Meta-
heuristic Optimization Methods as the QPSO, PSO and
ABC.

A. Blind Image Separation and ICA

The BSS is one of the many contemporary applications
of Digital Signal Processing (DSP). It found for solving
number of problems as a radial test in medical fields, music,
sound treatments, and speeches processes. To standard BSS
mechanism, there is more famous reality example called
“cocktail party problem” [1], [7], [9], [23]. The cocktail
party problem assumes there are number of conversations
inside room and number of sensors (microphones) recording
the speeches of all the conversations simultaneously, as
shown in Figure 1.

Number of sensors and number of the conversations
mostly equivalent, equal N. The conversations called
“sources” denoted by s = [s1, s2,...,sy]T and each sensor
receives all the signals in mixture form.

These mixed signals called “observations” represented
by * = [z1,22,...,2y]7. Mixing system defined as in
equation (1):

r = As ()

A is the N x N mixing matrix and depends on unknown
coefficients called mixing matrix, mostly represent the dis-
tances between the sensors (observations) and the speakers
(sources). The mixing matrix must be square invertible
matrix.

As a consequence, generally, the BSS separates and
recovers the mixed signals into original sources, to achieve
this aim it assume there separating matrix (W = A~1)
which used in the separated process to recover the sources
or independent components, y = [y1,%2,...,yn]’ . Equa-

tion (2) provides a representation of the separation process:

y=Wx 2)

All methods that used to solve the BSS problem estimate
the separated matrix, to achieve best approximation of the
sources, based on an optimization method and an objective
function used with that method.

The BSS problem can be resolved in a variety of
ways: ICA has turn into surely utmost popular method
applied for the BSS, Sparse Component Analysis (SCA)
method, Non-negative Matrix Factorization (NMF) method
[23], [24], [25]. ICA is an analytical technique that breaks
out the independent components based on the statistical
characteristics of the mixed sources [1], [3], [9].

m

Ml(x) =~ C—F% Z[4]63($1)2+k4($1)2+7k4(1‘1)4—6]{53(1‘1)2]64(331)}

i=1

3

The constant C' is parameter for adjusting an approxi-
mation.

The method which implemented to improve the behavior
of ICA method is an optimization algorithm. The algorith-
mic features of the ICA method, as the convergence, stabil-
ity, and the storage requirements depend on the optimization
method [25], [26], [27], [28], [29].

Oldest methods of the ICA were using the neural
networks as an optimization techniques. It depending on
gradient idea as a fitness function for estimating the latent
constructions. The nature of the gradients ideas faced from
trap the local minima in the search area, and the long time
in the learning and training operations. Moreover, the ICA
methods depends on neural networks may uses an entropy,
but it needs to the learning and training operations and also
trapped in the local minima [1], [2], [23].

There is other scope of the methods to solve the BSS
problem based on meta-heuristic optimization methods as a
Genetic Algorithms [30], Particle Swarm Optimization [11],
[12], and simulated annealing method [31]. The ICA uses
some functions in the informatics theory as the Entropy,
the Mutual Information, the Negentropy, and the Maximum
Likelihood as a fitness (objective) function [1], [27].

B. Meta-heuristic Optimization

Techniques for finding solutions that arrange how
higher-level tactics and local improvement processes inter-
act to build a process that can break out of local optima
and conduct a thorough search of the solution space. Three
primary goals of meta-heuristic techniques are meant to
tackle difficult issues more quickly, produce resilient al-
gorithms, and solve problems more thoroughly [27], [32],
[33]. Every meta-heuristic technique trades off local search
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Figure 1. Cocktail Party Problem [3,7]

and randomization. Although there is no assurance that the
meta-heuristic algorithms will arrive at the best answers,
they are capable of locating high-quality solutions for
challenging optimization issues.

Using learning algorithms for information structure, the
meta-heuristic algorithms identify the optimal solution [12].
The exploration problem represents the global search in
these algorithms, whereas the exploitation notion represents
the local search. In addition, the BSS and ICA methods
unsupervised machine learning approaches where they not
require any knowledge about the output. Therefore, the
meta-heuristic methods more appropriate than the neural
networks which require knowledge about the output for the
training operations.

1) Particle Swarm Optimization

Kennedy and Eberhart [11] introduced the PSO method
in 1995. This is a search technique that relies on population
search heuristics. The velocity and location are the two
primary parameters for each search phrase in this approach,
which is termed Particle. Each particle keeps all of its
locations in its memory and searches for the best place
inside the local search region known as the local best
position. These placements are described as the present
particle’s experience inside the present dimension. The
particle finds new locations in other dimensions during the
search process; these new locations are referred to as new
experiences, and so on. The essential task for each swarm
is to detect the best position in the global space through the
iteration of search operations. Among the local locations in
n-spaces of the current local swarm, the final position is
the best one [12]. Each swarm’s location and velocity were
calculated using equations (4) and (5), respectively [11].

v;(t+ 1) = wo;(t) + c1r1 (¢) (pbest; (t) — x;(t))+
cora(t)(gbest;(t) — x;(t)) (4)
zi(t+1) =zi(t) +vi(t+1) (5

The v is a particle velocity P, and its position is =,

For every P in the search region in n-spaces, the pbest
indicates the ideal local location and the gbest the best
global position. Moreover, the inertia weight, or w, is
a convergence-related metric. In addition, there are two
random parameters scaled between [0 and 1], 1 and 7o,
and the constants c¢; and ce, which represent acceleration
parameters.

2) Quantum Particle Swarm Optimization

The QPSO method is an upgraded form of the PSO
optimization method introduced by Sun et. al. (2004).
QPSO is not have the velocity parameter and used a little
argument, and easy in an implementation [16]. It introduces
a good optimizing for many issues in wide scientific and
engineering areas [12]. This method can be described as:

It is assumed that, around the point p;;, each particle
swarm searches in the work space with a 4 potential on
a certain dimension. Generally, each dimension represents
an individual particle. To solve the § potential for each
dimension, the Schrédinger equation can be implemented
for this purpose. According to the Schrodinger, the pdf @
and the function F' (distribution function) represented in the
equations (6) and (7) respectively.

L2l L (1) (6)

QX +1) =

F(Xi(t+1)) = 6—2\%(t)—mij(t+1)\/Lij(t) )

Where L;;(t) represent the standard deviation and com-
puted by Monte Carlo method, therefore using equation (8),
the particle location may be calculated.

L;;(t
Xijt+1) =P, £ Aln(l/u),

5 u=rand(0,1) (8)

The mean optimal position m is used in the procedure
to assess the L;;(t). that represents a global point for all
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particles in the population.

m(t) = (m(t), ma(t),....,mu(t)) =
1 M 1 XM 1 M
(M;Pi,l(t),M;a,Z(t),...,M;Pi,n(t)) 9)

The population size is shown by M, and the pbest of a
particle ¢ is represented by P;. The L;;(t) is given in the
following equation (10):

Lij(t) = 28 x [m;(t) — X;;(t)] (10)

Also, Equation (11) provides the particle 7’s location.

The parameter S denote to the contraction—expansion,
is a convergence factor of the method [32].

3) Artificial Bee Colony algorithm

ABC is one of BIO type methods presented by Karaboga
(2007). It mimics a bee colony’s rummaging habit [14],
[15]. It has been different than other bio methods where
it modest than others, as the ant colony method, genetic
algorithm (GA), and PSO method [15].

A food supply is seen to be a potential solution in
the ABC technique, which optimizes the problem. There
are two groups of the artificial bee colonies: onlooker and
employed bees. In this algorithm denote to the employed
bees by V., and N, the onlooker bees, N, = N,,.

ABC, let X; =
., XP} denote to the i*" food source

In initial case of the
(X} X2 X3,..

in the colony.

Next, the following is a representation of each food
source:

X/ =Xx]

min

+ rand(0,1)(X7 . — X/

max min) (12)

where j € {1,2,...,D} and i € {1,2,...,SN}. The
worker bees are apportioned at random onto different food
sources in order to assess the quantity of nectar present.
The amount of nectar that the food source at position ¢ has
is proportionate to the fitness value of the solution :. Bees
on the job will look for potential food locations V; close to
the last one. Here is a representation of the position search
equation:

vl = X! + ¢l (X] - X7) (13)

Since k£ € {1,2,..., SN}, k must differ from 7 in this
case. Through the use of a greedy selection process, V; will

replace X; if its fitness value is equal to or greater than X;
if not, X is kept.

Each spectator bee will select a food source based on
the likelihood value attached to it once all employed bees
have finished searching their neighborhoods. It is possible
to compute the chance value p; that an observer bee would
select X; using the following formula:

P = & (14)

> f(Xm)

where the fitness value of solution i is denoted by f(X;).
It is obvious that the roulette detection approach is applied.
The spectator bee will provide a new version based on (13),
when it has chosen a food source based on the probability
value p;. If the new food source has a quantity of nectar
that is better than or equal to X, then X; will be updated
by the new food source.

In the ABC approach, an employed bee will turn into
a scout bee and start introducing a food source at random
based on (12) if a position corresponding to one employed
bee cannot be strengthened further during a pre-defined
number of rotations. In contrast, the new food supply
replaces the old one.

In summary, the ABC method comprises three stages:
assigning the employed bees to the food sources and mea-
suring their nectar yields; following the announcement of
the food sources’ nectar yields, observers search the area for
new food sources; diagnosing the scout bees and assigning
them to new food sources.

2. RELATED WORKS

There are many of papers processing the blind image
separation problem with the ICA based on some optimiza-
tion methods and some objective functions. In this section
will view recently proposed methods in this field.

In [34], 2018, the authors presented a method to sep-
arate a blind image based on ICA using the Pyramid
Technique and Ridgelet transform concepts. The method
depend on regard the image as multiple components and
by applying pyramid processing can obtain the components
of the target image, where works throughout the different
domains and then separate the image into its components.
The method deployed many methods for above purpose as
Discrete Wavelet Transformation, Time Domain, Discrete
Sine Transformation, and Discrete Cosine Transformation,
these transformations used with pyramid operations and
non-pyramid operations. The authors used number of ob-
jective metrics to evaluate their work, such as SNR, RMSE,
PSNR, and NCC as an evaluation measurements.

In [10], 2020, the proposed method used to remove or
reduce the degradation in digital documents images as noise
and blur. The authors introduced new BSS method based on
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Copulas Theory to separate the front-ground / back-ground
of target image. The method aims to optimize the readability
of text and OCR efficiency.

In [35], 2020, the authors introduced a separation
method for the blind images based on one of neural
network types is Generative Adversarial Network (GAN).
The GAN method is unrestricted with statistical limitations
and samples. This feature make the separation process more
reliability than other neural network methods. In [5], 2022,
the proposed method used one of the ICA strategies is
the Joint Approximate Diagonalization of Eigenmatrices
(JADE) mechanism. This mechanism (JADE) analyze the
observation signals to produce the eigenmatrices and find
an approximate of the diagonal matrices. Both them used
for recovering an original images. The method used the
forth-order cumulants as an objective function.

In [36], 2022, the writers suggested a way to separate the
blind images based on a hybrid PSO and firefly algorithms.
The method’s outcomes in comparison to other swarm op-
timization methods as standard PSO, ABC, and RobustICA
methods. For the evaluation, the authors used number of
objective measures as SNR, SSIM, and PSNR metrics.

3. RESEARCH METHODOLOGY
A. Mixed Images Initialization

In this stage, initialize a mixed images under a specifi-
cation conditions: as grayscale images (8-bit), clean (noise-
less), and with 512 x 512 pixels; so attain the independent,
identical distribution (i.i.d.) as possible.

Some of images files downloaded from dataset of stan-
dard 512 x 512 grayscale test images from University of
Granada — Department of computer science and artificial
intelligence — computer vision group. From this dataset, we
spotted different nine nature images for the mixing process,
these images shown in Figure 2.

After determining the images to mixing, normalizing
these images separately. Then, randomly, the images - in
Figure 2 - mixed to get seven mixture cases after determine
mixing matrix under well-condition. The mixing matrix
created by using the formula A = a — 2 x a xrand n(k, k)
where k represent number of sources (images) and a is
ending of distribution range. Generally, by experience,
this formula gave mixing matrix achieve best Gaussian
mixture observations under some considerations as the i.i.d.
condition and kurtosis metric, where the images have sub-
Gaussian statistical distribution.

Table I includes the mixed images, and the mixing
matrix and its condition number for the cases studies which
are seven cases. The mixing process is linear instantaneous
mixing as mentioned in the mathematical model in equation
(1). Also, the table showed the kurtosis (Gaussian distribu-
tion measurement) for the selected images (sources) and for
the mixed cases of same images. Obviously, according to
the kurtosis, the spotted images attaining an iid condition.

So the estimated mixed matrix give well condition for
the signal vector of the studying images which were sub
gaussian distribution.

B. Proposed System (Separation Process)

To understand the mechanism of proposed system, there
are main four stages in sequential ordering. Firstly, stage
includes simulation of the mixing routine. Next stage (sec-
ond) is an ICA process. The core step (third stage) in the
system is selection and applying the optimization technique
to improve the performance of ICA algorithm. Last stage
(forth stage) include the evaluation process of the results
under some metrics. Below, the detailing steps of these
stages.

e First stage: mixing process simulation

1) Initialize raw data (at least two images), under
some conditions.

2) Normalizing the images.

3) Initializing mixing matrix that achieve the in-
vertible matrix and conditional number.

4) Perform the mixing process depending on the
equation (1).

e Second stage: implementing the ICA method

1) Performing main two pre-processing actions of
the ICA (Centering and whitening) on received
mixing images.

2) The Mutual Information function is applied as
the objective function in ICA as mentioned in
equation (3). This function is used as com-
pleted factor in the separation process addition-
ally with the optimization technique.

e Third stage: optimizing the performance of the ICA:

1) Select one of the proposed optimization meth-
ods (PSO, QPSO, and ABC).

2) Initialize the parameters of the selected method
under assumption conditions.

3) Set a particular objective (contrast) function.
This work used the Mutual Information func-
tion as the contrast function. At same time
initialize the cost value and the parameters of
objective function.

4) Determine number of the iteration for the se-
lected optimization method, so determine the
population number.

5) In each epoch of an optimization technique,
execute the centering and whitening and all
equations of this method.

6) Update the cost value and the parameters of the
optimization method.

7) Select best value of the cost function which
give best results in the separation process, and
set it as new cost function. Also update the
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Figure 2. Samples of Selected Images for Mixing Process
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TABLE I. Source Images Information and Mixture Matrix.

Mixed Spotted Kurtosis Kurtosis N
of of .. . Condition .
Case Images . . Mixing Matrix Mixed Image
Original Estimated Number
No. Names
Images Images

#4 2.3667 2.5255 0.4462  0.8057

1 1.2
#5 2.3618 2.7193 0.9077 -0.6469
#7 3.0235 2.8844 0.3927  0.6090

2 1.4
#8 1.4434 1.9401 0.9076  -0.4403
#3 3.1243 2.3184 0.7014  -0.6814

3 14
#1 1.9934 2.3621 0.4850 0.4914
#3 3.1243 3.1626 0.4942  0.6074

4 1.3
#7 3.0235 3.1144 -0.7679  0.7573
#4 2.3667 2.5972 0.4462  0.8057

5 1.2
#1 1.9934 2.1686 0.9077  -0.6469
#6 3.4346 3.1782 0.3927  0.6090

6 1.4
#7 3.0235 2.6187 0.9076  -0.4403
#2 2.9405 2.7193 -0.6424  0.9140

7 1.0
#9 2.6589 2.6385 0.9692  0.6620

4. RESULTS ANALYSIS AND DISCUSSION

population range depends on new results of the
objective function.

8) Repeat steps 5-6, until terminate all the itera-
tions.

9) Normalizing (post-processing) the resulting im-
ages to be suitable to viewing.

All the preliminaries of the research as the raw data
and the initial parameters of the proposed methods, and it’s

results will discussed in this section.

A. Set the Initial Parameters

e Fourth stage:

1) Evaluate the results of each selected optimiza-
tion method by using number of standard met-
rics as PSNR, SSIM, and NCC.

It is very necessary and important to illustrate the
initialization of all parameters in the suggested procedure.
The proposed procedure uses number of raw images to sim-
ulate the cocktail party idea and separation process. Firstly,
get the images from standard dataset in the University of
Granada [33]. They are checked and normalized to suitable
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under some mixing conditions.

This work suppose there are two images mixed in an
instantaneous linear manner as mentioned in equation 1.

Secondly, the parameters of metaheuristic used meth-
ods. The PSO method parameters are: population=10, al-
pha=0.9019, iteration number is 50, inertia weight (w)
=0.8, and cl=c2=1 (acceleration constants). The QPSO
method parameters are :CE (Contrast-Expansion) coeffi-
cient alpha=0.7500, population=10, iteration number = 20,
phi=0.2937 (randomized), u=0.4306 (random factor for
convergence), mBest=0.2162, and (r1,r2) randomized pa-
rameters are in slope (0-1). The ABC method parameters
are: population=>5, var_min=-1, and var_max=1, maximum
iteration=10.

B. Evaluation Measurements

Objective metrics like SNR, PSNR, SSIM, and NCC are
used in the approach that is being given. These measures are
well-known for being utilized in Blind picture Separation to
assess picture quality. These actions specify the following:

The formula used to create the reestablishment metric is
the metric Peak Signal to Noise Ration is used in this work
to assess the suggested approaches’ performance. Because
it used to detect and determine the noise amount carefully
between two signal components [35], it is employed in this
work. The mathematical formula of this metric typed below,
as in equation (16)

. . 2
PSNR =20 lOgl(] ( AW maz Xt(Z7]) )

S S (X (i) — Zali )
(15)

Where X; and Z; are represent the original images
and the separated (recovered) images respectively, also H
and W denote to the height and the width of an images
respectively too. The dB is a unit of the PSNR. If the value
of PSNR is large , this means that the distortion between
the source image and separation image, small and the last
closer to the first [21], [19], [35].

The other metric used in this work to evaluate an image
quality is SSIM metric. This measurements depending on
the computing of the standard deviation ( square root of
variance) as an estimate of signal components (separated
images) [20]. It is an index of the quality of the separation
process. The general form of this metric is :

(2ﬂxﬂz + Ol)(zazz + CZ)

IM =
SSIM (z,2) (12 + p2 + C1) (02 + 02 + Cy)

(16)

Where x and z are an original image and estimated
image respectively. The p is the mean and o is the standard
deviation (variance for one component and covariance for
two components). C1 and Cy are two computed constants
used for avoiding the instability if (12 + 12) is very close
to zero [19], [20]. They could computed as C; = (kq * L)2

and Cy = (ko * L)?> , k1 and ko are two constants
scaled as suitability with problem nature. So, L represents
the dynamic range of the pixel-value computed as (L =
gbitsperpizel _ 1) [35]. Note that the SSIM measurement
applying the similarity concept, therefore it gives higher
values nearby to 1 when there is high separation and the
reconstruction images similar the original images, and vice
versa.

To obtain more reliability, we used new metric for
evaluation process is so-called Normalized Cross Correla-
tion (NCC) [18], it is used to find the similarity between
the original image and estimated image. As known as,
the covariance used as a measure of the strength of the
correlation between two sets of time series (or numbers).
The cosine of the angle 6 between two components (or two
vectors) is simplest form of the NCC.

The NCC is one of those quantities with application in
variety of research fields as diverse as signal processing,
statistical finance, medical image,..., etc. [18], [34]. The
general form of the NCC is shown in equation (18).

YL (X« 2)

NCC = — — —-1<NCC>1
S S (X)2

a7

Where X is an original image, Z is an estimated image,
N x M is size of an individual images, and ¢, j are the period
indexes. The NCC is very useful to compare the estimation
image with the source image. It is between closed period
[-1,1], and if it nearby to —/+ zero this meaning that the
estimation image more same the original image.

C. Results and Analysis of the Experiment

The work that has been introduced is implemented using
MATLAB R2017b as the technical language. The computer
in use also has an Intel Core i5 processor running at 2.5
GHz and 12 GB of RAM. Two methods are used to assess
the outcomes of the suggested method: The first method
is an subjective manner which represented the showing of
the images in three views; original, mixed and separated
(recovered) images, as shown and observed in Figure 2 and
Table 1.

Another way to evaluate the results is by using the
objective measurements that uses some statistical features as
mean, variance, covariance, and standard deviation. In this
work, some more important and sufficient metrics in this
field are used as PSNR, SSIM, and NCC. After applying
this metrics, the results were very nearby to the optimality
of the standard scales for each measure. Table II shows the
scales of all these measurements for all the mixing states.

As observing in the above table, for each evaluation
metric overall proposed methods, the metric implemented
between the original and separated images. So, note that
the PSNR occupies high scales, more than 8 and less than
18 for each image separately, this mean that all separated
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TABLE II. Evaluation measurements used in the proposed system.

Separated Tmages PSNR (dB) SSIM NCC
ases
1 45 12.7 0.85 0.004
48 17.5 0.91 -0.007
#41 118 0.8 0.003
2
#45 9.15 0.78 -0.003
. #4 11.14 0.9 0.004
#1 9.15 0.8 0.003
\ #4 145 0.9 -1.50E-04
#41 11.79 0.8 -7.32E-05
. #5 14.75 0.85 8.41E-05
#1 11.09 0.81 -2.25E-04
) #30 16.03 0.88 0.003
#41 117 0.8 -9.20E-04
; w0 11.37 0.82 -6.63E-04
#48 8.62 0.76 -2.07E-05

images are more similarity to the original images and they
are suffer lowest from distortions.

As well as, in the SSIM metric and based on the
standardized of it, all the results were very nearby to 1, this
meaning that the separation process progress according to
it planning and the proposed optimization methods enhance
the performance of the ICA approach.

Another evaluation metric used in this work is the
Normalized Cross Coefficient (NCC). The key function of
this measurement is find the similarity between two images,
and it scaled between -1 to 1, where the higher similarity
nearby to 0, also this very observe in above table. The scales
of NCC are very near to 0, this refer to high similarity
between the images in each separation process. That led to
tell us, the results of the proposed system are as required and
the estimation of all mixed images gave excellent results.
All this description appear clearly in Figure 3.

——SSIM
NCC
i PSNR(dB)

The Scales

Separation Cases and the Tmages

Figure 3. Evaluation measurements used in the Proposed System

The limitations of the proposed method: - The work
implemented the grayscale images only, of course , can
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extend the study to comprehend other formats of images.
- The proposed method assume the mixing method is an
instantaneous mixing manner. - The proposed method uses
the linear ICA, it can use non-linear ICA under some
considerations.

5. CONCLUSIONS

There are many problems in the DSP represented in the
BSS problem. One of these problems is a mixture images
as in the medical images. To solve these problems, there
are many methods as ICA and its versions. To optimize
these methods, the scientists used many methods as neural
networks, genetic algorithms and swarm optimization. In
this paper, three intelligence swarm optimization proposed
to enhance the ICA’s efficiency. These methods are Particle
Swarm Optimization, Quantum Particle Swarm Optimiza-
tion, and Artificial Bee Colony Algorithm. Cocktail Party
problem used as a standard problem state with images
mixtures where simulate seven mixture cases from nine
grayscale images getting from different websites. The sim-
ulation process applied under standard conditions and then
to manipulate the ICA algorithm applying the proposed
optimization methods. After then evaluate the results by
using three metrics, PSNR, SSIM, and NCC. Evaluation
results of the estimation (covered) images were very optimal
and very nearby to source images before the mixing process.
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