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Abstract: The Internet of Things (IoT) and Machine Learning (ML) models are emerging technologies that are changing our daily
lives. These are also considered game-changing technologies in recent years, catalyzing a paradigm change in traditional healthcare
practices. Cardiovascular disease (CVD) is considered a major reason for the high death rate around the world. Cardiovascular disease
is caused by several risk factors like an unhealthy diet, sugar, high Blood Pressure (BP), smoking, etc. Preventive treatment and early
intervention for at-risk people depend heavily on the prompt and accurate prediction of illnesses. Developing prediction models with
improved accuracy is essential, given the increasing use of electronic health records. Recurrent neural network variations of deep
learning can handle sequential time-series data. In remote places, they often lack access to a skilled cardiologist. Our proposal aims
to develop an efficient community-based recommender system using IoT technology to detect and classify heart diseases. To address
this issue, machine learning techniques are applied to a dataset to predict patients with cardiovascular disease because it’s difficult for
the medical team to identify CVD effectively. A public dataset contains data of 70000 patients gathered during medical examination,
and each row has 13 attributes. The risk groups were determined by their likelihood of developing cardiovascular disease as it works
successfully in forecasting diseases by utilizing the support system.

Keywords: Internet of things; Machine Learning; Heart disease; Decision tree; Disease detection; Naive Bayes; Support Vector

Machine (SVM);

1. INTRODUCTION

Online apps built on the cloud and the Internet of
Things are more effective than standard cloud-based apps. It
may be used in new fields, including account management,
the military, and pharmaceuticals [1]. In particular, the
cloud-based IoT system would be useful for supplying
pharmaceutical applications with efficient administrations
for observing and receiving information from several distant
sites. loT-enabled healthcare applications gather important
data, update the severity of therapeutic parameters over
a defined period, and track sufficient changes in health
limitations, for example, [2]. Many people are dying due to
cardiovascular disease (CVD) around the world annually.
Cardiovascular diseases cause many deaths annually [3].
An estimated 20 million people died from cardiovascular
disease in 2020, which is 35% of all global deaths. 85%
of cardiovascular deaths happen due to heart attacks and
strokes [4].

In low- and middle-income nations, cardiovascular disease
(CVD) accounts for more than 75 percent of fatalities [6].

Heart attacks, strokes, and cardiovascular disease (CVD)
are caused by obstructions that stop the heart and brain
from receiving the needed blood. Blood arteries are blocked
due to fatty build-up, stopping blood flow to the heart and
brain. Heart attack and stroke are also caused when blood
from blood vessels starts bleeding in the brain. Many other
risk factors like no exercise, tobacco use, oily food items,
unhealthy diet, obesity, unsafe use of alcohol, high blood
pressure, diabetes, etc, also cause cardiovascular disease.
People with these risk factors are more likely to have
cardiovascular disease or get cardiovascular disease [5], [6].
To save lives, we must address this problem by early detec-
tion of cardiovascular disease [7]. With an estimated 17.9
million deaths annually, cardiovascular diseases (CVDs)
are the world’s leading cause of mortality. A collection
of diseases known as cardiovascular diseases (CVDs) in-
cludes rheumatic heart disease, coronary heart disease, and
cerebrovascular disease. Heart attacks and strokes are the
primary cause of over four out of every five CVD fatalities,
with one-third of these deaths occurring prematurely in
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those under the age of 70.

With the backing of several academic disciplines, the In-
ternet of Things (IoT) is a revolutionary platform that
improves user experience by generating premium connec-
tions across numerous interdependent sensors to detect
the CVD [8], [9]. The healthcare system may be greatly
enhanced by combining cutting-edge technology like Al,
IoT, and cloud computing. Because it lessens stress for
patients and physicians, the Internet of Things is essential
to the medical field. The system helps patients and doctors
monitor, measure, and record important medical data by
integrating devices, applications, and networked systems.
Smartphone sensors connected to CVD and Wi-Fi dongles
are two examples of these gadgets. Apps for smartphones
aid with medical record-keeping, emergency support, and
timely alerts [10]. Early prediction of cardiovascular disease
can save human lives and minimize the treatment cost so
people can get better counselling. The ability to predict
CVD may significantly affect how it is treated and perhaps
save lives [8]. By addressing behavioural risk factors such
as cigarette use, poor eating and obesity, inactivity and
hazardous alcohol use, hypertension, diabetes and hyper-
lipidemia, blood pressure, sugar, and other conditions, the
majority of cardiovascular illnesses may be detected or
avoided [11]. This study offers a method for predicting
the presence or absence of cardiovascular illness based on
machine learning approaches.

Obtaining data to forecast diseases is still a difficult chal-
lenge. Accurate data collection is essential for decision-
making, particularly when diagnosing CVD. The e-health
system aims to identify CVD early on to lower the risk
of illness and death from it [12]. It also seeks to correctly
identify illness and offer suitable advice for enhancing the
patient’s health. It is necessary to provide patients with
CVD with personalized and optimal advice to enhance
their health in isolated locations, particularly when a car-
diologist is unavailable. Currently, CVD detection systems
depend on traditional devices to detect the attacks and other
symptoms. Using community-based recommender systems
to provide relevant and personalized suggestions based on
demographic data is still a key area of study [13].

The study’s goal is to ascertain how to identify CVD in
humans using contemporary instruments and technologies.
Every conventional CVD risk-assessment model assumes
that every risk factor has a linear relationship to the outcome
of CVD. These models frequently oversimplify intricate
relationships, such as those involving several risk variables
and non-linear interactions. More subtle correlations be-
tween the risk factors and outcomes should be found, and
more risk factors should be appropriately included. This
study aims to identify which ML algorithm output had
relatively good brevity and investigate whether ML may
improve cardiovascular risk prediction accuracy in general
population primary care. Several machine learning (ML)
models for CVD detection have been put forth in recent
years. We used an IoT-based platform to provide universal,
high-quality, and reasonably priced medical services. Our
ubiquitous healthcare application produces a significant

quantity of clinical data. For further processing and analysis,
these data must be maintained appropriately. Integrating
IoT with cloud computing offers a viable approach to
effectively handle sensor data in healthcare, removing the
requirement for technical infrastructure knowledge by ab-
stracting technical aspects. Additionally, it makes it simple
and inexpensive to automate the process of gathering and
transmitting data. Patients with CVD may get lifestyle,
nutritional, and exercise suggestions from the suggested
fog-based recommender system. The system gathers many
characteristics from the patients and determines the illness.
Then, based on many cardiologist suggestions, the system
gives the patient the most appropriate advice. We proposed
an IoT-based secure system in which different types of
human health data are collected and analyzed using popular
machine learning algorithms. Our study aims to improve
accuracy and system efficiency by using standard medical
equipment to forecast the likelihood of a heart attack. A
CNN model with the best-performing ML algorithms is
chosen to achieve the objectives and acquire an effective
high ranking. For this purpose, real-time data is collected,
and an IoT system is designed to forecast the likelihood of
developing CVD. Finally, doctors and patients reviewed the
system’s effectiveness, efficiency and satisfaction. The main
contributions are as follows:

e The authors describe an innovative Internet of Things-
based smart heart disease prediction system in which
different types of sensors are used to get patient data.

e Acquiring relevant data from commonplace devices
to process data by learning specifics about medical
history and other ailments

e To propose an autonomous heart disease diagnostic
system utilizing several machine learning models,
such as CNN, NB, Random Forest, Bayes net, De-
cision tree, and NB, with parameter optimization.

e Verifying the effectiveness of the cleverly constructed
smart heart disease prediction model. Seventy thou-
sand patient records collected during medical exam-
inations are available as a public dataset with thir-
teen attributes per row. Based on their propensity to
develop cardiovascular disease, the risk groups were
established. Because it effectively uses the support
system to forecast diseases.

The rest of the paper is organized as follows: Section II
represents the related work on this topic and the motivation
for the proposed approach. Next, section III elaborates on
the proposed model for detecting cardiovascular attacks
using different machine learning models. Performance eval-
uation of the proposed approach is mentioned in Section IV,
and the last section concludes the paper.

2. LITERATURE REVIEW

In this section, we discussed the different studies on
heart disease detection using various techniques. Hussain et
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al. [14] evaluated six machine learning techniques: Support
Vector Machine, artificial neural network, Logistic regres-
sion, Naive Bayes (NB), k-nearest neighbor, and Classifica-
tion trees for heart disease prediction. Because the number
of heart patients is increasing rapidly, early identification
and early treatment can help save many heart patients’
lives. Islam et al. [15] proposed an approach to predict
CVD. CVD causes a high number of causalities anywhere
in the world. Data is collected to predict CVD, which
contains 301 samples. Each sample contains 12 attributes.
Different machine learning algorithms, i.e., Naive Bayes,
Logistic regression, SVM, and Decision tree classification
algorithms, have been applied to predict heart disease. The
results were also compared with the UCI Heart Disease
dataset. Logistic regression, Decision tree, SVM, and Naive
Bayes have been applied to the UCI Heart Disease dataset,
giving 82.9%, 86.1%, and 75.8%, respectively.

Ahmed et al. [16] presents a hybrid approach that uses
classification as a means of prediction analysis. A hybrid
approach for predicting heart disease was developed using
actual patient data. In this study, KNN and SVM clas-
sification algorithms were used. Regarding heart disease
prediction analysis, a hybrid method performs better than
other algorithms. Many researchers have published and
proposed approaches to predict CVD to save the lives
of human beings. Most researchers use the UCI Heart
Disease dataset, and few use the CVD dataset to predict
CVD using different ML algorithms. [17] presents a fuzzy
logic inference system that is applied to CVD data and
demonstrates effective outcomes in predicting cardiovascu-
lar disease, specifically in predicting the severity of CVD.
A hierarchical fuzzy inference system (HFIS) is employed.
Cardiovascular disease (CVD) accounts for 31% of global
mortality. Cardiovascular disease is responsible for a greater
number of deaths compared to any other cause. [18] applied
the machine learning technique logistic regression on the
Heart Disease UCI dataset to predict cardiovascular dis-
ease. The Heart Disease UCI dataset consists of fourteen
variables: age, cholesterol level, and unhealthy lifestyle.
Several risk factors cause cardiovascular disease, and ML
techniques are used to predict CVD. Logistic regression
shows some effective results. The accuracy reaches 85%
with an error rate of 0.1406565.

Guo et al. [19] presented an approach that combines CNN
with interpretable machine-learning algorithms. Magnetic
resonance imaging (MRI) helps to detect cardiovascular
disease. CNN has success in image segmentation and gives
effective results, but it requires large datasets and provides
suboptimal results that require further processing. They
developed a continuous cut segmentation algorithm by
combing normalized cuts and continued regularization in a
united framework. The result shows that the new approach
improved CNN segmentation and reduced the variability of
CNN segmentation. Maiga et al. [20] apply ML techniques
to predict CVD that is caused by several risk factors like
cholesterol level, glucose level, and blood pressure. The
dataset contains 70000 patients’ records or rows and each
row has 13 attributes or risk factors. Different algorithms

achieved good results and high accuracy 73%, 70%, 72
%, T1%, respectively. [21] analyze the performance of the
logistic regression algorithm used by previous researchers
between 2000 to A multivariate logistics regression tech-
nique is used to determine the correlations between in-
dependent and dependent variables. thirty-seven research
publications included logistic regression as a primary model
in their study and six book reviews. This research identifies
flaws in the use and reporting of LR. Several research did
not report goodness-of-fit metrics, regression diagnostics,
and validation analysis. This research provides a correct
application of logistic regression as well as an illustration
of how modeling approaches should be used in order to
compute and evaluate the model’s coefficients.

[22] used a machine-learning algorithm to predict car-
diovascular diseases and did a comparison of two data
mining algorithms to find the best algorithm. Cardiovascular
disorders were predicted using two data mining techniques,
SVM and ANN, and SVM performs better than ANN.
SVM is more accurate than ANN because the ROC curve
area in SVM is greater. Gupta et al. [23] developed 12
layers CNN model and applies a pixel-wise, patch-based
procedure to predict Breast arterial calcifications (BACs)
in mammograms. Subsequently, the efficacy is assessed us-
ing calcium mass quantification analysis and free-response
receiver operating characteristic (FROC) analysis on 840
full-field digital mammograms from 210 people. Calcium
mass quantification analysis yields more realistic findings
than free-response receiver operating characteristic (FROC)
analysis, although both methods provide comparable results.
This finding indicates that deep learning is effective in iden-
tifying breast cancer patients and BACs in mammograms. In
[24], the authors use machine learning approaches to focus
on early identification of cardiac illnesses, including my-
ocardial infarction. It addresses the problem of unbalanced
datasets by carrying out an exhaustive literature analysis to
pinpoint practical solutions. Various machine learning and
deep learning classifiers were utilized to improve the accu-
racy of heart disease predictions. These included K-Nearest
Neighbors, Support Vector Machine, Logistic Regression,
Convolutional Neural Network, Gradient Boost, XGBoost,
and Random Forest. The results of the study highlight
how well an XGBoost model can be precisely adjusted
to treat cardiovascular disorders. Regulating frameworks,
technological difficulties, and concerns about data privacy
are only a few of the drawbacks and difficulties that accom-
pany them [25]. According to this assessment, despite these
difficulties, there is hope for the future of smart technologies
in the management of CVD, as advances in fabrication
methods, telemedicine platforms, and Al algorithms create
new avenues for effective and personalized therapy. This
article delves into the role of smart technologies in CVD
management, including their benefits and drawbacks, limi-
tations, present uses, and smart future.

Based on tiny datasets from testing, classifiers and popular
machine learning encoding techniques have shown a wide
range of unexpected results when applied to diagnose
heart illness [26]. The early study employed convolutional
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neural networks (CNNs), a kind of deep learning model,
to extract features without establishing an understanding
of sequence information. In this paper, an efficient deep
learning-based system is suggested to predict cardiovascular
disease from patient data, namely a CNN with bidirectional
long- / short-term memory. Using feature selection, which
involved ranking and choosing characteristics that received
high ratings in the provided illness dataset, only the most
pertinent features were chosen. Subsequently, the CNN +
BiLSTM hybrid deep learning approach was utilized to
forecast cardiovascular disease.

Previous studies have identified several persistent issues.
These include the inability to achieve cost-optimal execu-
tion with different models and QoS characteristics, the lack
of improvement in performance despite various optimiza-
tion and feature selection techniques, and the failure to
enhance precision by incorporating advanced artificial intel-
ligence. The suggested approach is significantly enhanced
by integrating many advanced technologies, including arti-
ficial intelligence (Al), Internet of Things (IoT), and cloud
computing. The Internet of Things is crucial in the medical
profession due to its ability to reduce stress for both pa-
tients and clinicians. The system facilitates the monitoring,
measurement, and recording of crucial medical data for
patients and clinicians by combining various devices, apps,
and networked systems. Smartphone sensors, such as those
attached to CVD and Wi-Fi dongles, exemplify these de-
vices. Smartphone applications facilitate the management of
medical records, provide emergency assistance, and provide
timely notifications.

3. PRroOPOSED SOLUTION

To address the problem of heart disease, we proposed
an JoT-based system in which several components work
together to obtain data from different devices and perform
analysis to indicate normal and abnormal conditions. The
suggested system is shown in Figure 1, where the patient’s
body is equipped with hardware such as activity, medical,
and ambient sensors. Blood pressure, heart rate, EEG,
blood oxygen level, EMG, respiration rate, ECG, and other
measures are used to gather information about the body.
Following data processing by gateway devices, the worker
or broker nodes in the cloud system get the processed data
for the purpose of predicting cardiac disease. The suggested
model uses patient medical data to assess different machine-
learning techniques. The healthcare sector quickly embraced
the IoTnput data set, which is related to heart disease.
Substituting non-available values with column means is
the next preprocessing step. Figure 1 illustrates the various
tactics that were used. The machine learning models’ output
represents their accuracy metric. The predictions using the
model are then possible. The medical specialists assisted
in gathering the dataset from a reputable hospital. The
following characteristics are included in the data set: blood
pressure, heart rate, age, gender, history of diabetes, family
history of coronary artery disease, heartbeat rhythm, ECG
readings, chest discomfort, and smoking status. To deal with
missing values, duplicate records, and noise, preprocessing
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Figure 1. IoT-based Proposed system model for patient diagnosis.

techniques are used to the training dataset. The data is then
subjected to feature selection and preprocessing using the
suggested system.

The IoT was quickly embraced by the healthcare sector
as it improves service quality and efficiency by incorpo-
rating [oT features into medical devices. For the elderly,
those with long-term illnesses, and those in need of steady
care, this offers amazing benefits. IoT devices continu-
ously create enormous volumes of health data because
IoT-based healthcare applications are used to acquire vital
data, such as real-time changes in health parameters and
updates of medical parameters’ severity within a specified
period. Industry interest in the Internet of Things (IoT) is
growing, with many considering it to be the most important
technology of the future. The patient has a great deal of
sensors attached to them. These sensors gather various
data, such as blood sugar level, heart rate, ECG, and pulse
rate. The patient’s connected sensor gadget transmits sensor
information continually. These are categorized according
to the training results, which implies that the IoT sensor
readings are compared to the training phase values. After
comparing the values, the system produces categorized
results. The Entire system model is reflected in Figure 2

IoT devices continuously create enormous volumes of
health data because IoT-based healthcare applications are
used to acquire vital data, such as real-time changes in
health parameters and updates of medical parameters’ sever-
ity within a specified period. Industry interest in the Internet
of Things (IoT) is growing, with many considering it to be
the most important technology of the future. The patient
has a great deal of sensors attached to them. These sensors
gather various data, such as blood sugar level, heart rate,
ECG, and pulse rate. The patient’s connected sensor gadget
transmits sensor information continually. These are catego-
rized according to the training results, which implies that
the 10T sensor readings are compared to the training phase
values. After comparing the values, the system produces
categorized results. The system employs Machine Learning
methodologies to achieve the goals of categorization and
anomaly detection. The analytics component of the system
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Figure 2. Entire system model to detect CVD.

enables the supply of actionable insights, diagnoses, and
the development of disease treatments. The technology also
enables the deployment of robust authentication and data
security protocols to ensure the secure flow of data across
many platforms. Security protocols like TLS and SSL are
used to encrypt the data during transmission while the data
is safely kept in databases. The security standards used in
these IoT devices guarantee the effectiveness of the whole
system.

A. Data Acquisition (Data Set)

In any machine-learning-based problem, the first
step is getting the dataset [27] processed in the next
stages. In this research, we selected the cardiovascular
disease (CVD) dataset because it’s new in the market,
so not much work has been done on it, and the dataset
is in good condition. This dataset contains 70000 CVD
patients’ data, and every data flow in the dataset consists
of 11 flow features. All dataset values were collected
at the moment of medical examination and are publicly
available on the following link for research purposes.
https://www.kaggle.com/datasets/sulianova/cardiovascular-
disease-dataset/data The main benefit of this dataset is
that it offers a foundation for more reliable findings and
is widely accepted for early detection of cardiovascular
illnesses, which may save lives and lower treatment
expenses. The majority of researchers use this dataset
to study CVD. We begin using this strategy with the
one characteristic that performs the best. The next best-
performing feature is then added, and the correctness is

verified. Up until the accuracy of the findings starts to
rise, the method keeps adding features. When the rate of
recognition begins to decline, it will end. The dataset’s
twelve selected variables are age, height, weight, gender,
systolic and diastolic blood pressure, glucose, cholesterol,
alcohol use, physical activity, and the existence or absence
of cardiovascular diseases.

B. Data Preprocessing

After acquiring the dataset, preprocessing is a major

step in supervised machine learning. The CVD dataset
contains Numeric values. We use the Weka tool to convert
Numeric values into Nominal Values using the Numeric
Nominal converter. After converting the attribute from Nu-
meric to nominal, several ML techniques were applied to
the CVD dataset. Aiming to address issues and problems
with raw data, including unbalanced, high dimensionality,
missing, noisy, and inconsistent data, is data preparation.
Data cleaning, data reduction, data transformation, and
data integration are the four categories into which the
preprocessing activities may be divided. Data balancing
has also been thought of as an extra preprocessing step.
The issue of unequal class distribution is its primary focus.
Dealing with missing data, finding and removing outliers,
identifying and removing noise, and fixing inconsistencies
are all considered aspects of data cleaning. The term “data
reduction” describes procedures intended to minimize the
quantity of data inside a dataset. Data reduction can be
accomplished by converting continuous characteristics into
a small collection of nominal values, selecting features, or
extracting features.
It is possible for there to be imbalances in the classes
during classification, which would cause the model to
favour the majority class. We employed methods like ap-
plying algorithms made for unbalanced data oversampling
the minority class, or undersampling the majority class.
When missing values exist in the dataset, it can negatively
impact how well our machine-learning models perform.
We used sophisticated imputation techniques, removed rows
or columns containing missing values, or used imputation
(filling missing values using statistical approaches) to solve
this difficulty. to handle outliers that have a large effect on
the mean and standard deviation and might cause skewed
results and incorrect forecasts. Using statistical techniques
(such as the Z-score or IQR) to identify these outliers, it is
decided whether to change or eliminate them.

C. Operation of Naive Bayes (NB) Algorithm

The Naive Bayes approach of probabilistic machine
learning, used for a variety of classification issues, is built
on the Bayes Theorem. In this article, we discuss the Naive
Bayes approach in detail to eliminate any possibility of
misunderstanding. Numerous linear parameters are required
because of the multiscale structure of the Nave Bayes
classifier and the substantial amount of variables (charac-
teristics/predictors) in the learning issue. It is feasible to
train most probabilistically by analyzing closed phrases.
Linear time is considered rather than the expensive iterative
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Figure 3. Operation of decision stamp.

method used in many other classifiers. It is simple to build
classes using naive Bayes. Here is an example of a class
structure for problem states that are stated as values. From
the terminal, the class name is extracted. Although there
isn’t a single technique for training these classifiers, there
are families of algorithms built on fundamental ideas. Every
member of the NB team thinks that the value of one thing
influences the value of another.

D. Decision Stump

A one-step decision tree is considered a decision stump
model. A decision tree in which the inner(root) node is
instantly linked to the terminal node. The decision stump
produces predictions depending on the value of one input
characteristic, sometimes called a 1- rule. For nominal
features, you can create a stump with leaves or a stump with
two leaves for each possible sign value. One corresponds to
the selected category, and the other to all others. For binary
properties, the two schemes are the same. Missing values
can be considered as another category. The decision stump’s
core idea is straightforward. Find a place to divide data
effectively and focus on one aspect at a time. First, each
time, we just take into account one variable. Second, we
need to think about both ways. The left side is not always
0. It may be either the right or the side seen in Figure 3. It is
necessary to find one number, (a). Input values that exceed
an are classified as 1s. Anything that is less than or equal to
an is given the designation ”-1.” We most efficiently classify
our training data by determining the ideal number. Figure
3 shows the decision-stamp operations.

E. Bayes Net

Bayesian networks, sometimes referred to as Bayes net-
works, belief networks, or decision networks, are possible
graphic representations of groups of variables and their
interdependencies as determined by regularly administered
graphs (DAGs). The event is expected to be covered by the
Bayesian Network on the right, and any number of different
elements should be given a chance to play a role in it.
For instance, the Bayesian network can reflect a potential
connection between symptoms and an illness. Using the
grid, one may determine the likelihood of certain illnesses

Dataset

Coronary Heart
Disease Prediction

/
00

Figure 4. Naive Bayes Classifier for Heart Disease Prediction.

Training Data

~ Naives Bayes
Classifier

based on the symptoms. Figure 4 represents the operation
of the Bayes Net algorithm. 3.5.1 Working with Bayes Net
The probabilistic machine learning technique, the Bayes
net algorithm, is used to solve classification issues. Its
foundation is the Bayes theorem. Figure 4 represents the
working of the Bayes algorithm for predicting heart disease.
The working of the Bayes net classifier is explained in the
steps below:

e Step 1: Collection and preprocessing of data.

e Step 2: Dataset splitting into training and testing data.
e Step 3: Calculation of prior probabilities.

e Step 4: Calculation of conditional probabilities.

e Step 5: Calculating the likelihoods.

o Step 6: Calculating posterior probabilities by using
Bayes Theorem.

e Step 7: Performance Evaluation of Bayes net classi-
fication.

FE. CNN Operation

CNN’s primary characteristic is its capacity to carry
out convolutional operations, which take an input picture
and extract its characteristics. The CNN application used
to forecast cardiac problems is shown in Figure 5. The
convolutional layers of a CNN operate on the picture to
extract features like edges, corners, and forms once the input
layer gets the image. Following that, these characteristics
are sent to the pooling layer, which helps to find the most
significant features and lowers the dimensionality of the
data. Following the layer for pooling, the fully linked layers
handle the features and generate the result. CNN’s output
layer generates a probability distribution across the potential
classes, and the class with the greatest probability is chosen
as the final prediction.

G. Decision Table

A decision table is a straightforward visual depiction of
specifying the action to be taken in certain circumstances.
These algorithms provide a string of definable actions.
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Random decision trees or if-then-else and switch-case state-
ments from computer languages may be used to show the
information on the decision board. In the case of continuous
features, the boundary function is often specified for a range
of values, and the bar has two sheets for values above and
below the lower limit. Because you may choose numerous
frames, the stems sometimes contain three or more leaves.

H. Overview of Proposed Methodology

To tackle the issue of heart disease, we have put forward
a system based on the Internet of Things (IoT). This
system comprises several components that collaborate to
collect data from various devices and analyze both normal
and abnormal conditions. A visual representation of the
proposed system is provided in Figure 6.

Cloud Data
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Patient’s Record
form lot Devices I
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Convolutional Neural
Network

Machine Learning
Algorithms

M

Figure 6. Overall operations of the proposed model.

With the rise of Internet services in recent years,
cloud computing and the Internet of Things are impor-
tant providers of services for many applications. Because
latency-sensitive frameworks like surveillance systems and
health monitoring require the use of massive amounts of
data, centralized IoT-based computing platforms are nec-
essary to address cloud challenges like the inability to
meet requirements and limited scalability. A new area is
also needed for these kinds of frameworks. The medical
sector uses novel edge and fog computing frameworks
to provide users with resources that are low-latency and
energy-efficient, owing to the volume of data it handles.
Fog computing, however, has drawbacks, such as slower re-
action times and less accurate findings. These cutting-edge
technologies, which include fog, IoT, and cloud computing
with edge devices, provide improved solutions for low

latency, security, privacy, and mobility, as well as improved
communication, computation, and storage for networks.
Decision Trees are used to create and assess a framework
that identifies the most significant aspects of patient data
to accurately forecast cardiac disease. This project seeks
to construct a decision-tree model to identify and diagnose
heart disease using a dataset provided by Public Health.
This methodology encompasses many stages, one of which
is data normalization. Unlike other machine learning models
available for classification problems, decision trees are cho-
sen for their interpretability, ability to handle both category
and numerical data, and efficiency in training. Decision trees
(DTs) are suitable for practical applications in healthcare
settings due to their ability to give transparency, their low
processing requirements, and their capability to handle both
categorical and numerical data.

. The system employs machine learning techniques to
achieve the objectives of categorization and anomaly detec-
tion. The analytics component of the system facilitates the
provision of practical insights, diagnostics, and the creation
of illness therapies. The technology also facilitates the
implementation of effective authentication and data security
procedures to guarantee the safe transfer of data across
different platforms. Security methods such as TLS and SSL
are used to cypher the data during transmission, and the
data is securely stored in databases. These IoT devices are
protected by security standards that ensure the efficacy of
the overall system.

4. THE PROPOSED SYSTEM PERFORMANCE EVALUATION

We utilized an HP Envoy Notebook with specifications
that included an AMD RyzenTM 5 7530U processor (up
to 4.5 GHz, 16 MB L3 cache), 8 GB of onboard graphics
memory, 512 GB of NVMeTM M.2 SSD, and Windows
11 Home operating system to test the performance of
the suggested solution. Experiments are conducted to as-
sess the efficiency of the recommended method for CVD.
Numerous machine learning methods, such as ANN and
CNN, Decision Table, Zero R, One R, Decision stump,
REP Tree, IBK, SGD Text, Bayes net, Naive Bayes, and
Naive Bayes Multinomial Text, are applied to the CVD
dataset with the use of the Weka tool. The precision,
recall, F-measure, ROC area, MCC, TP rate, FP rate, and
PRC area are used to assess the machine learning models.
Cloud servers receive the Internet of Things (IoT) data
collected via wireless body sensor networks (WBSNs) and
use them for pre-processing and categorization operations.
The TensorFlow machine learning package and the Cloud
platform were used in the experiment. Apache Spark and
Cassandra were used for server and storage infrastructure,
respectively. Understanding the model’s performance may
be done using this. The evaluation metrics of the algorithms
are as follows:

A. Model Evaluation
1) Accuracy computation

It is the total of the true positives (TP) and true negatives
(TN) over the whole number of packets. As stated and
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counted by the total number of packets, accuracy is the
number of properly categorized packets and metric that
considers both precision and recall and is mostly used in
information retrieval and classification

TP+TN

Accuracy = (1)
TP+TN+FP+FN

2) Precision computation

True positives (TP) divided by the sum of false positives
(FP) and true positives (TP) is how it is represented.
According to the recommended classification technique,
accuracy is the percentage of instances correctly assigned
to a certain target application class.

TP

Precision = ——— )
TP+ FP

3) Recall computation
It is the proportion of true positives (TP) to the total of
false negatives (FN) and true positives (TP). It is the propor-
tion of successfully categorized instances in an application
class according to the suggested classification technique.
TP

Recall = ———— 3)
TP+ FN

4) Fl-score computation

It can be defined as the harmonic mean between preci-
sion and recall. It is a metric that considers both precision
and recall and is mostly used in information retrieval and
classification.

Pl = 2 x Precision * Recall

“

Precision + Recall

5) Fitness Function Evaluation

Accuracy is explained as a measure of the total number

of correctly classified packets from the actual dataset. In Eq
(1), TP is true positive, which means how many times the
number of packets are classified as yes when it was actually
yes. TN is the true negative means: how many times the
number of packets classified as no when it was no. FP is
false positive, which means how many times the classifier
had classified as yes when it was no. FN is false negative,
which means how many times the classifier had classified
as no when it was actually yes.
A decision table is a simple visual representation of defining
the action to be performed under certain conditions. These
are algorithms that lead to a series of actions. The infor-
mation on the decision board can be displayed randomly
as a decision tree or in a programming language such as
if-then-else and switch-case statements. Evaluation metrics
Precision, FP Rate, Accuracy, Recall, ROC, TP Rate, MCC,
Recall, F-Measure, ROC Area obtained by applying the
decision table is graphically shown in Figure 7.

Machine learning algorithm Zero R is applied to the
CVD dataset using 10-crossfold validation. The most
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Figure 7. EVALUATION METRIC GRAPH FOR DECISION TA-
BLE.
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Figure 8. EVALUATION METRIC GRAPH FOR ZERO(R).

straightforward classification technique, ZeroR, ignores all
predictors and just depends on the target. Predicting the
majority category (class) is the ZeroR classifier. ZeroR has
no prediction power, but it might help set a performance
baseline to compare with other classification techniques.
The evaluation metrics generated by using ZeroR visually
include Accuracy, Recall, ROC, TP Rate, MCC, Recall,
F-measure, and ROC Area obtained Figure 8. Machine
learning algorithm Decision Stump is applied to the CVD
dataset using 10-crossfold validation. Evaluation metrics
Accuracy, Recall, ROC, TP Rate, MCC, Recall, F-Measure,
and ROC Area obtained by applying decision stump is
graphically shown in Figure 9. Machine learning algorithm
IBK is applied to the CVD dataset using 10-cross-fold
validation. Just-in-time prediction generation for a test
instance is what the IBK method performs, as opposed to
model building. Each test instance in the training data is
found using a distance measure by the IBK method, which
then selects k “’close” examples from the training data and
utilizes those instances to forecast. Figure 10 presents a
visual representation of the evaluation metrics Accuracy,
Recall, ROC, TP Rate, MCC, Recall, F-Measure, ROC Area
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that were acquired by using IBK. A Bayesian network, for
instance, might be used to show the probability associations
between symptoms and illnesses. The network may be used
to calculate the probability of the existence of different
illnesses given symptoms. assessment metrics Figure 11
presents the results of implementing the Bayesian network
regarding Accuracy, Recall, ROC, TP Rate, MCC, Recall,
F-measure, and ROC Area.
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Figure 9. EVALUATION METRIC GRAPH FOR DECISION
STUMP.
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Figure 10. EVALUATION METRIC GRAPH FOR DECISION IBK.

Machine learning algorithm Naive Bayes is applied to
the CVD dataset using 10-crossfold validation. Less training
data is needed for NB. It can work with discrete and
continuous data. When it comes to the quantity of predictors
and data points, NB is very scalable. It’s quick and useful
for making predictions in real time. Assessment metrics.
Figure 12 illustrates the results of using the decision table
regarding Accuracy, Recall, ROC, TP Rate, MCC, Recall,
F-Measure, and ROC Area.

Convolutional neural network (CNN) is a deep learning
model. CNN divides the data into subgroups using layers.
We have a binary classification problem, so we convert our
data into binary using OneHotEncoder(). CNN is applied to

Figure 12. EVALUATION METRIC GRAPH FOR BAYES NET.

the dataset using pandas in Python. trainsest,plit function
from sci-kit-learn and use 67% of the data for training and
33% for testing. A set of patients’ cardiac measurements
from a dataset are considered when they exhibit signs of
CVD. It is thought that three months is enough time to
monitor the signs and symptoms of CVD. Patients were
receiving care from the departments that handled them. On a
standard scale, the disease’s symptoms are rated as follows:
severely impacted, somewhat affected, not affected, partially
improved, substantially improved, and entirely improved.
About 150 individuals are randomized to an experimental
therapy for observation in this trial. The figure illustrates
how the outcome results are distributed based on the statis-
tically significant test. As seen in this figure, more patients
have significantly improved while fewer people have severe
problems. The patients who are fully recovered and those
who are just partially recovered differ little, and these results
are shown in Figure 13.

This artificial neural network is feed-forward and deep.
Because data passes through the models directly, they are
referred to as “feed-forward” models. The model does not
have any feedback links via which its outputs might be
fed back into it. The accuracy obtained by applying ML
algorithms Bayes Net, ANN, NB, decision stump, decision
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Figure 13. Comparison of CVD affected people.

TABLE I. Comparison of Different Algorithms for CVD

ML Models Accuracy
Bayes Net 71.71
CNN 86
NB 72
Decision Stump 58.83
Decision Table 72.43
One R 50.03
NB Multinomial Text 50.03
NB Updateable 72
REP Tree 50.03

table, IBK, One R, Zero R, NB multinomial text, NB
updateable, SGD text, and REP tree by using weka is shown
in Table 1.

The accuracy of the CNN algorithm is good when
compared to other algorithms. Several ML techniques are
used on the CVD dataset, but as mentioned in Table 2, the
CVD dataset achieves a higher accuracy of 76% with CNN.

TABLE II. Distribution of Datasets

Technique Dataset | Accuracy
CNN CVD 76 %

Naive Bayes UcCl 84.24 %
CNN Cleveland 83.2%

TABLE III. Comparison of F1-Score and Recall with other algo-
rithms

Models | F1-Score | Recall
KNN 82.02% | 81.80%
RF 81.80% | 85.81%
NB 79.01% | 84.52%
BN 78.28% | 82.10%
DT 76.20% | 79.37%
CNN 86.80% | 87.50%

Table III shows the comparison of different models for

CVD disease detection. We can notice that the CNN model
outperforms all other models.
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Figure 14. Performance comparison with other approaches.

In Figure 14, we compare the performance of the
proposed work with existing approaches. Different samples
are used to compare the performance.

When putting forth a CVD framework, we are unable to
foresee how the evidence will be interpreted and applied
by decision-makers; however, this could have an impact
on policy outcomes if the suggested solution involves the
policy community as a stakeholder or through other stake-
holders. The work is more difficult: there are several perti-
nent approaches, demanding and often impatient customers,
queries that need constant negotiation and rely as much
on context as substance, literature with hazy borders, and
few universally accepted criteria for excellence. However,
some people are stepping up to the plate and working
to create techniques for interpretative synthesis that will
help decision-makers. Population-wide interventions have
been implemented recently to address the risk factors of
physical inactivity and poor nutrition, based on the theory
that strong contextual contexts make it challenging for a
person to maintain a behavior change. Food sources that
are mostly composed of processed, packaged, high-calorie
meals with no nutritional value and work conditions that
promote sedentary behavior are two examples. a few issues
with data quality, including unbalanced, excessive dimen-
sionality, missing, noisy, and inconsistent data. The absence
of interpretation in these models poses several dangers and
limits to their application in real-world diagnostic decision
support systems.

Resource-scarce circumstances may arise in any location,
even in highly advanced and affluent nations. These inade-
quacies may be temporary and emerge after broad natural
or man-made catastrophes, resulting from local shortages
or disruptions in the availability of equipment or persons
that are typically accessible. In addition, rural hospitals,
clinics, and public health organizations often have regular
shortages, while sparsely populated regions typically lack
adequate healthcare services. Our Internet of Things (IoT)
based cardiovascular disease (CVD) solution may assist in
providing life-saving support to patients during crucial sit-




International Journal of Computing and Digital Systems

¥
S
N

Gle aas
“ 1

%,

430 AL

uations. The doctor may engage in communication with the
patient and provide medication depending on the patient’s
condition after receiving data from the IoT-based system.
In inaccessible regions, it is not feasible to establish well-
equipped medical facilities for patients.

Almost all research conducted to detect indications of heart
disease using artificial intelligence used rather tiny datasets.
The characteristics were not designed for use in machine
learning since a number of them lacked relevance and
needed to be improved. Therefore, it was crucial to pro-
vide a dataset that contains several pertinent characteristics
and a much larger number of samples. Resource-scarce
conditions may occur in any place, even technologically
sophisticated and wealthy countries. These deficiencies may
be transient and arise after extensive natural or man-made
disasters caused by local scarcities or interruptions in the
accessibility of equipment or personnel that are usually
available. Furthermore, rural hospitals, clinics, and pub-
lic health organizations often have consistent deficiencies,
while thinly populated places generally suffer from insuf-
ficient healthcare services. Our Internet of Things (IoT)
cardiovascular disease (CVD) solution has the potential to
provide vital assistance to patients in critical circumstances,
potentially saving lives. Upon receiving data from the IoT-
based system, the doctor may communicate with the patient
and provide medicine based on the patient’s condition.
Establishing fully equipped medical facilities for patients
is not practical in remote areas.

B. Limitation and Future Research Direction

Various forms of pictures are used for the detection
of cardiovascular disease (CVD) in humans. These images
have the potential to impact the effectiveness of the sug-
gested remedy. Angiography is a diagnostic medical proce-
dure that uses X-rays and a contrast substance to see the
blood arteries throughout the body. Both approaches have
inherent limitations, including invasiveness (which carries
the danger of bleeding or infection), restricted access, high
cost, and limited visualization. These restrictions impede
the ability to acquire a comprehensive understanding of a
certain timeframe. Computed Tomography (CT) and Mag-
netic Resonance Imaging (MRI) are often used for the
identification and diagnosis of cardiovascular conditions.
Both techniques have inherent limitations, such as the need
for the patient to remain immobile in a certain posture,
exposure to ionizing radiation, costly treatments, and the
inability to identify moderate or early-stage cardiac disease.
Furthermore, several types of malfunctions in IoT devices
might impact the outcomes. To enhance the effectiveness
of these predictive classifiers in detecting heart disease, we
will do further experiments in the future, using other feature
selection approaches and optimization tactics. In addition,
we will use generative artificial intelligence and robust
machine learning techniques, including XEI. In order to
train the classifiers, it is advisable to make use of additional
real-time datasets. We will conduct further tests in the future
to improve the efficacy of these predictive classifiers for
the detection of heart disease by utilizing other feature

selection methods and optimization strategies. We will also
use generative Al and powerful machine learning methods,
such as XEI. More real-time datasets may be used to
train the classifiers. We will conduct more tests to enhance
the efficacy of these prediction classifiers for diagnosing
heart disease by using other feature selection methods and
optimization strategies. Additionally, the proposed research
would use completely wearable technologies that are now
commercially accessible for training and testing purposes.

5. ConcLusioN

Diabetes, heart disease (HD), cancer, and chronic res-
piratory diseases are among the world’s top causes of
mortality. When predicting cardiovascular risk variables,
machine learning approaches are quite helpful. It is difficult
to determine who will survive cardiac disease. Certain
methods for diagnosing cardiac disease were employed
by earlier heart attack prediction systems. In this article,
an alternative ML classifier-based IoT-based heart disease
prediction system was developed. KNN, NB, CNN, decision
trees, and random forests are machine-learning models
that are used to predict cardiac disease. These methods
function in three stages: pre-processing, feature selection
from the dataset, and feature-based patient categorization.
BMI, hyperglycemia, cholesterol, and diastolic and diastolic
blood pressure, among other risk factors, are used to pick
the characteristics. A sizable data set was used to assess the
suggested system’s performance. Additionally, compared to
the current methods, the suggested methodology delivers a
better degree of accuracy. After achieving a high accuracy
of 86%, the study’s best model is CNN. This research
recommends CNN as a method for CVD prediction because
of its greater accuracy achievements.
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tion was supported by the Deanship of Scientific Research
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