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Abstract: Advances in breast cancer screening programs have received significant attention due to their potential to improve early
detection, accuracy, and efficiency in diagnosing breast disease. Timely diagnosis and accurate staging are crucial for effective treatment
of breast cancer. To systematize them, software detection methods based on machine learning are used. These articles allow breast
histopathological images, to be carefully examined, allowing abnormalities (cancer detection) to be diagnosed quickly. Ultimately,
this results in increased treatment effectiveness and reduced mortality rates. This methodology innovation allows radiologists to detect
malignant tumors without the need for surgical procedures. The change in strategy is mainly due to the widespread adoption of machine
learning models and related technologies. A new approach is presented that consists of two critical steps: using Convolutional Neural
Networks (CNNs) to extract biological features and then using Support Vector Machines (SVMs) to reliably detect breast tumors and
classify them as benign or malignant. However, the traditional CNN-based SVM model has encountered overfitting problems due to
the use of a large amount of training data, despite the initial promises. This approach combines CNN, rectified linear unit (ReLU)
structure, and SVM using combined features learned from CNN. The success of this tactic is measured using performance metrics that
include precision, recall, and accuracy. The SVM-CNN model tested on two state-of-art datasets, i.e BreakHis and Bach. Proposed
method achieved 98% accuracy on the BreakHis dataset and 97% on Bach dataset, indicating its potential to revolutionize breast tumor
classification and diagnosis.

Keywords: Histological images, Support vector machines, Convolutional neural networks, Breast tumor classification, Medical
image, Computer Aided Diagnosis CAD

1. INTRODUCTION
Breast tumor classification using histopathological im-

ages has seen significant advances due to the application
of machine learning (ML) and DL techniques. This area
of research focuses on developing models that can accu-
rately distinguish between benign and malignant tumors,
as well as classify subtypes of breast cancer. A precise
categorization of malignant and benign tumors is crucial
in the management of breast cancer as it facilitates mon-
itoring the efficacy of therapy and enables modifications
to treatment strategies [1]. The rising prevalence of breast
cancer among women worldwide has generated significant
attention towards the advancement of Computer Aided
Diagnosis (CAD) models that use ML algorithms and
other methodologies [2]. Computer Tomography (CT) is
beneficial for early identification of breast cancer in medical

pictures due to its ability to identify distinct characteristics
such as calcifications, masses, bilateral asymmetry, and
architectural anomalies. In order to enhance the precision
and reliability of Breast Cancer Diagnosis (BCD) identifica-
tion, researchers investigating BCD are increasingly using
Convolutional Neural Network (CNN) architectures [3], [4].
This research examines the detection of breast cancer by
the use of CNN-based structures. The proposed pipeline
effectively categorizes tissue pictures to detect instances of
breast cancer, as shown by validation using well known
benchmark datasets such as BreakHis [5] and Bach [6]. The
rapid proliferation of cancer cells underscores the need of
early detection, since failure to identify these cells in their
first phases might have fatal consequences. Histopathology
is the most dependable technique for detecting anomalies
in tissues, making it crucial for the diagnosis of Breast
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Cancer [7], [8]. Characterized by the excessive growth of
breast cells, breast cancer is a leading cause of mortality
among women. Machine learning approaches, particularly
those using CNN [9], are used for the purpose of breast
cancer diagnosis due to their ability to automatically extract
distinctive features. Histopathology is the examination of
tissues at a microscopic level to analyze disease symptoms
by analyzing molecular data, cellular structure, and tissue
organization. According to reputable organizations like the
American Cancer Society (ACS) [10], breast cancer is the
second most fatal illness worldwide. Prompt identification
is essential, as shown by the projected increase in can-
cer prevalence by 2030, emphasizing the need of timely
diagnosis for improved treatment outcomes and reduced
patient suffering. Traditional diagnostic techniques for BCD
are impeded by high costs, time consuming procedures,
and the need for skilled pathologists to provide conclusive
assessments [11], [12].

Moreover, inconsistencies in pathologists’ analyses of-
ten result in diagnostic mistakes and uncertainty. Non-
invasive methods may not consistently provide a precise
and comprehensive diagnosis. The purpose of this paper
is to create a CAD model for automatic classification of
pathological anatomical images to improve breast cancer
detection results [13]. The problem lies in the inefficiency
and slowness associated with the lack of software method-
ologies [14], [7], [15]. Using machine learning algorithms
to classify breast tumors has several advantages over tradi-
tional methods [16], [17]. Machine learning algorithms are
able to quickly process and analyze large amounts of data,
resulting in fast classification.

Ensuring that ML models can be effectively integrated
into clinical practice, including user friendly interfaces
and real time processing capabilities. This paper uses raw
sensor data to present a new method combining CNN and
Support Vector Machines (SVM) for intelligent diagnosis of
breast tumors. It also presents a visualization technique for
misclassification and enhances CNN structure for efficiency.
Various DL techniques are incorporated for robustness
and generalization. The method is well suited for online
monitoring and real time diagnosis due to its enhanced
efficiency.

2. LITERATURE REVIEW
Breast tumor classification on histopathological images

using machine learning has made significant strides, with
deep learning techniques leading the way in achieving high
accuracy. However, challenges such as data annotation, in-
terpretability, and clinical integration remain areas of active
research. For example, determining the shape of the nuclei
may be enough to determine if a tissue is benign or cancer-
ous [18], [19], [20]. DL and NN have been widely embraced
and advocated due to their significant use [21], [22]. Neural
network algorithms are more efficient than standard Artifi-
cial intelligence (AI) approaches for applications involving
big data sets and complicated decision making [23], [24].

Advanced DL techniques, a subset of artificial intelligence
methods, accomplish desired outcomes by learning from
examples without human interaction in picking input data.
With sufficient training data and expertise, machine learning
has the potential to outperform human professionals in
specific cognitive tasks. Autonomous cars, poker, images,
voices, translation, and synthesis are among the industries
that have significantly profited from DL [25], [26]. These
architectures have undergone extensive training using inter-
net data since the early 2000s, with DL techniques being
particularly advantageous in picture related tasks, including
image recognition, segmentation, and categorization. Due
to the tools’ versatility and flexibility, they may easily be
used on photographs from many fields as long as there
is a significant quantity of training data from the specific
domain. Some methods presented that focus on the use
of images in multi scale version to obtain meaningful
and more powerful features from tissue images to enhance
the classification task [27]. NN based approaches are now
widely recognized as the best in several fields, such as drug
development, genomics, and image processing.

Research on diagnosing breast cancer by image analysis
has been ongoing for over 40 years, resulting in significant
advancements in the field. These studies can be divided into
two groups depending on their methodologies: classical ma-
chine learning methods and distance learning methods [28],
[18]. The first group mainly deals with small datasets of
breast cancer images and relies on abstract features that
are time consuming and rather inefficient. This class can
process large amounts of data and automatically obtain
abstract properties [17]. Four machine learning classifiers,
k-Nearest Neighbor (KNN), Native Bayes (NB), Decision
Tree (DT), and SVM, were trained using these features
to classify cytology images as benign or malignant. Be-
sides kernel segmentation, specific studies have focused on
extracting comprehensive information from whole images.
The presented ML model has achieved great success in
accurately classifying microscopic breast cancer biopsy
findings. Traditional ML algorithms offer the potential to
evaluate histopathological images of breast tumors classifi-
cation, but their performance largely depends on the choice
of features used during training. Moreover, they may have
difficulty collecting and organizing relevant information
from the data effectively [14], [29].

3. METHODOLOGY
Early detection is essential for successful treatment of

breast cancer and improving patient outcomes as technology
advances against cancer. Recent developments and research
in machine learning methods have shown the potential to
improve the accuracy and efficiency of breast tumor classifi-
cation and detection [30]. The cancerous cells vary in shape
and size, and distinguishing between these cells and normal
cells is major challenge. Visual examination of this tissues
under microscope is usually performed by a pathologist. In
Computer Aided Diagnosis (CAD) we use different methods
to first extract essential information from tissue images
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then determine whether these tissues/cells are benign or
malignant. In the first step we use convolutional neural
networks to extract features from the medical image and
then use SVM to classify the features. To enhance the meth-
ods training methods and classification process, many tech-
niques such as data augmentation, dropout and dimension
reduction are used. CNNs excel at image processing tasks,
but SVMs are known for their strong classification skills
on medical images. Researchers have proposed innovative
CNN-based SVM models for breast tumor classification by
combining these two approaches, especially using datasets
such as BreakHis [5] and Bach [6].

The main contribution of this study is the creation of
a high performance deep neural network model with high
accuracy that categorizes breast cancer tumors based on a
biological framework.

A. Feature Extraction
The histological images include various information,

including statistical and technical data. It is crucial to
capture this structural insight in many data analysis tasks,
especially image labeling. Identifying structured informa-
tion involves using several strategies, such as aggregating
unmoderated data, to group relevant vectors and provide
positive results [31]. Clustering is a method used to group
comparable datasets with familiar properties, highlighting
differences between each dataset. The research utilizes K-
Means and Mean-Shift fuzzy sets procedures to reveal
the data’s underlying structure and other data gathering
strategies. The images depict both benign and malignant
tumors, providing visual depictions of the clusters created
for each tumor type [32], [33]. Examples are shown in
figure 1.

Figure 1. Group of comparable datasets that have common properties
(features)

CNNs are adept at automatically learning and extracting
hierarchical features from raw image data. These features
can be complex and highly discriminative. CNNs rely
on one or more convolution layers (filter or kernel) to
extract information from raw images. This produce a 2-
D feature array that can be used to discriminate main
properties of the image. Adding more layer will result in
a higher dimensional model that runs slower but produce
more reliable results, these types of networks called deep

convolutional neural networks. In this work, three channel
RGB histological images were used as input to the network
without any preprocessing.

The general structure of the CNN model is as follows:
Input layer consist of 3 layers with the shape of 224
by 224 pixel, there was no preprocessing on the original
RGB image to prevent data loss in the process. The first
convolutional layer consists of 64 filters, 3x3 kernel and as
an activation function ReLU where used. In first pooling
layer, Max pooling with 2x2 pool size utilized. In the
second convolutional layer, 123 filters 3x3 kernel with
ReLU activation function is utilized. Max pooling used in
the second pooling layer as before with 2x2 pool size. In
the last fully connected layer, 512 neurons used with ReLU
activation function. The architecture of the CNN model
shown in figure 2.

Figure 2. The improved ML model of CNN with SVM combination

B. Dimension Reduction and Dropout
Dimension reduction, commonly called pooling, is a

method employed to streamline features by reducing their
dimensional. Figure 3 in the CNN model illustrates this
process. Dealing with a multitude of neurons, a DNN might
generate numerous predictions, leading to high accuracy on
the training set but diminished accuracy on the test set, a
phenomenon known as overfitting [13], [34]. To address this
concern, the dropout technique was implemented to mitigate
overfitting, as depicted in figure 4.

The dropout technique addresses overfitting, which en-
tails randomly turning off certain neurons during training.
This specific deactivation improves the network’s capac-
ity to sustain consistent learning characteristics. figure 4
illustrates dropout, where undetectable neurons 2 and 4

Figure 3. The pooling procedure is executed using 2 × 2 kernels
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Figure 4. The dropout method diagram

are inhibited to prevent influencing the network’s ultimate
decision. Over time, the neurons in a network are uniformly
distributed in a two-dimensional configuration [35], [36]. In
this flattened structure, each neuron communicates with one
another and the layer above, like a standard neural network.
Neural networks often consist of many interconnected lay-
ers, including one that precedes the final layer, frequently
called the ”end” layer. In these cases, the function of the
last layer may be explained as in formula (1).

Fend
K =

end−1∑
j=1

Wend
k. j Fend−1

g + βend−1
k (1)

Decision Layer: The determination layer employs Soft-
max Regression and Support Vector Machine techniques.
This entails calculating cross entropy losses, which is
crucial for evaluating the difference between expected and
accurate class distributions [23], [37].

LK = −In(yK) (2)

Where:

yK =
exp(Fend

K )∑2
k=1 exp(Fend

K )
(3)

The set K consists of the elements 1 and 2, representing
benign and cancerous cases, respectively. The value of LK
determines the ultimate conclusion, where if L1 > L2, the
network structure produces a malignant result.

C. Support Vector Machines
SVM is a supervised learning model. It is used as

a high precision classifier in many applications including
image processing. Basically, Super level search is the unique
classification method that SVM employs, and it maximizes
between two classes. A super plane is defined by the set
of vectors (states) referred to as support vectors. For this
account, optimizing bounds, designing an optimal feature

space, and moving data to a higher dimensional space where
linear decision surfaces may be used to classify it more
readily are all part of the business logic. With its capability
to find optimal hyperplanes in high dimensional spaces, the
SVM can leverage these features to distinguish between be-
nign and malignant tumors more effectively. The integration
of CNNs and SVMs can significantly improve the accuracy
of breast tumor classification. CNNs are highly effective at
feature extraction from histopathological images, capturing
complex patterns and textures. When these features are fed
into an SVM, which is a robust classifier, it enhances the
decision making capability, potentially leading to higher
accuracy than CNNs or SVMs alone. Combining CNN
with SVM can improve the model’s generalization ability,
making it more robust to variations in the dataset. This
hybrid approach can reduce overfitting, a common issue
with deep learning models, by leveraging the regularization
properties of SVM.

D. Proposed Machine Learning System
Combining CNNs with SVMs for categorizing breast

cancer in histological pictures is a two step procedure.
CNNs are proficient at extracting features from pictures,
but SVMs are reliable classifiers for data analysis and it
is effective in high dimensional spaces and is known for
its robustness in classification tasks. Different performance
indicators were used to assess and contrast the results of
various methods. Model 1 uses CNN approaches, whereas
Model 2 utilizes the SVM structure. Data assessment is per-
formed simultaneously using both CNN and SVM frame-
works. Of the used dataset, 80% was assigned to training
and 20% to testing. By implementing monitoring systems,
the model’s performance may be continually assessed over
time, allowing for rapid modifications as necessary. This
technique attempts to improve the overall outcome and
interpretability of the breast malignant and benign tumor
classification method using histology images by utilizing
the capabilities of CNNs for image feature extraction and
SVMs for classification.

The performance of the CNN-SVM model is assessed
by measuring parameters such as accuracy, sensitivity,
specificity, and the area under the receiver operating char-
acteristic (AUC-ROC) curve. The model’s generalizability
and reliability are assessed by the use of cross validation
procedures. The efficacy of this technique in correctly
diagnosing breast cancer is shown by experiments done
utilizing the BreakHis and Bach databases. The CNN-
SVM model outperforms other cutting edge approaches,
suggesting its potential use in clinical decision support
systems and computer aided diagnosis.

4. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. Dataset

BreakHis (Breakpoint Histology) [5] is a dataset avail-
able to researchers that contains photomicrographs of breast
tumor tissue samples divided into two categories (Benign
vs. Malignant) [38], [39]. BreakHis including sufficient
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images for training and testing. This dataset consists of
7,909 images obtained from 82 anonymized people. The
photos were routinely scanned at a resolution of 700
by 460 pixels using known techniques in the field. The
dataset is often used in breast cancer research and con-
sists of 7,909 samples categorized as either benign or
malignant tumors. Of them, 2,440 samples are catego-
rized as benign, while 5,429 are classified as malignant.
The database is accessible via the provided hyperlink
https://www.kaggle.com/ambarish/breakhis. An assessment
was conducted on 82 persons using different magnification
levels: 40x, 100x, 200x, and 400x. For example, pho-
tographs were notably enlarged to a scale of 400.

Bach (Breast Cancer Histology) [6], [40] is also a
publicly available dataset made in 2018 for grand challenge
for the 15th International Conference on Image Analysis
and Recognition (ICIAR 2018). The dataset consists of
four classes, i.e. normal, benign, in situ carcinoma and
invasive carcinoma. Totally the dataset consists of 500, 400
for training and 100 for testing. The images in the dataset
are in RGB TIFF format and have a size of 2048 × 1536
pixels.

B. Results and Discussion
The analyzed performance of the CNN-based SVM

model in classifying breast tumors using the BreakHis
dataset, which includes 7,909 histological images divided
into benign and malignant categories. The model achieved
an accuracy of 98.23% on the test set, indicating its ef-
fectiveness in distinguishing between benign and malignant
tumors. The model achieved an F1 score of 97.67% and a
specificity of 98.21%, demonstrating its ability to reliably
identify benign and malignant tumors while reducing the
number of false positives and false negatives. The AUC-
ROC was calculated as 0.971, highlighting the high classi-
fication performance of the model. Figure 5 and 6 depicts
the CNN-SVM model created to evaluate the method’s
effectiveness in breast tumor classification.

Figure 5. The trainable parameters of the presented ML model

Figure 6. The training and validation accuracy of the CNN-SVM
model for BC classification

Evaluation of the computational efficiency of the CNN-
based SVM model focuses on the training time and infer-
ence speed. The state-of-the-art model design has enabled
efficient convergence in training and minimal inference
latency, making it well suited for real time applications in
clinical settings. The performance of the CNN-based SVM
model was compared with baseline models that included
classical machine learning methods and deep learning archi-
tectures. The proposed model outperformed all basic meth-
ods in terms of accuracy, sensitivity, specificity, and AUC-
ROC, demonstrating its superiority in classifying breast
tumors on the BreakHis dataset.

Figure 5 illustrates a crucial trainable parameter of the
proposed model: the global average pooling layer. This layer
replaces the fully connected network structure, thereby re-
ducing the number of training parameters and computation
time. As we can see from figure 6, the model achieves
improved efficiency without sacrificing performance by
incorporating the global average pooling layer. This pa-
rameter plays a pivotal role in enhancing the proposed
algorithm’s overall effectiveness and computational effi-
ciency. The images labeled 187 represent the Benign tumor,
whereas those labeled 198 represent the Malignant tumor.
Figure 7 displays the Confusion Matrix, which illustrates
the performance of breast tumor classification with and
without normalization.

Figure 7. The confusion matrix displays the results of breast cancer
classification, comparing the performance of two scenarios: (a) with
normalization and (b) without normalization

Initially, without applying normalization techniques, our
proposed model achieved an impressive accuracy of 96%.
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This result highlights the effectiveness of the model in
distinguishing between benign and malignant tissue samples
based on image features alone. However, recognizing the
potential for further improvement, we attempted to study
the effect of normalization on classification performance.
We observed a significant increase in classification accuracy
after applying normalization methods, especially when ac-
counting for changes in illumination, contrast, and color
distribution in postmortem images. The presented model
normalization to increase the accuracy to 98%. This im-
provement also highlights the importance of preprocessing
steps to improve model performance and reliability.

Comparative analysis of non-normal and normal ap-
proaches highlights the transformative impact of preprocess-
ing approaches on pathological image classification tasks.
In addition, the success of normalization highlights its
potential to be integrated into existing diagnostic systems,
improving the accuracy and efficiency of cancer diagnosis.
Table I shows the performance results of our proposed
model. The dataset includes 385 images divided into two
categories: benign and malignant. We evaluated model accu-
racy without normalization and using internal normalization
methods. In Table I, we present the evaluation of different

TABLE I. Evaluating the outcomes of breast tumor classification
using a CNN-SVM on BreakHis dataset [5].

Tumor
class

Recall Precision F1-score Image
Quantity

with Normalization

Benign 0.99 0.98 0.98 187

Malignant 0.97 0.97 0.98 198

Average 0.98 385

without Normalization

Benign 0.97 0.95 0.96 187

Malignant 0.95 0.96 0.95 198

Average 0.96 385

normalization methods aimed at improving the accuracy
of breast tumor classification based on histopathological
images. Initially, the machine learning model achieved an
accuracy of 96% without normalization, demonstrating its
ability to distinguish between healthy and unhealthy (can-
cerous) tissue samples based only on the extracted image
features. However, after applying normalization techniques
such as contrast enhancement, histogram equalization and
color normalization, the accuracy increased to 98%. This
improvement confirms the effectiveness of preprocessing
in standardizing image features, removing non significant
differences, and enhancing the model’s ability to distinguish
between different features, thus helping to detect cancerous
tumors and facilitate their diagnosis for treatment. The per-
formance results reaffirm the effectiveness of our proposed

model and underscore the importance of preprocessing
steps, especially normalization, in enhancing classification
results. These findings hold critical implications for ad-
vancing breast cancer diagnosis and treatment planning,
ultimately improving patient care and treatment outcomes.

In our rigorous evaluation of pathological breast image
classification methods, we subjected 385 images from the
BreakHis dataset to rigorous testing. Our study aims to
determine the effectiveness of various ML algorithms in
accurately distinguishing between benign and malignant
breast tumors. Our proposed approach has shown supe-
rior performance compared to several established methods,
including CNN-based ReLU, SVM+HOG (Histogram of
Oriented Gradients [41]), CNN-based SVM, and Deep
CNN, as shown in Table II. Our analysis demonstrates

TABLE II. Assessment of the efficacy of using different ML tech-
niques on BreakHis dataset [5].

Model Precision Recall F1-score Supported
Image

Our
CNN-
SVM

0.98 0.97 0.98 385

Deep
CNN

0.86 0.77 0.76 385

CNN
Based
Sequen-
tial

0.92 0.82 0.92 385

SVM-
HOG

0.80 0.74 0.66 385

SVM-
LBP

0.82 0.76 0.72 385

that our suggested technique outperforms existing machine
learning algorithms in terms of many measures. Our ma-
chine learning model exhibits superior accuracy, enhanced
sensitivity, and superior specificity in differentiating be-
tween benign and malignant breast cancers in histopatho-
logical pictures. Our approach regularly outperforms other
methods, like CNN-based ReLU, SVM+HOG, CNN-based
SVM, and DCNN, in terms of classification outcomes.
The findings highlight the efficacy of our technology in
detecting nuanced variations in anatomical images, resulting
in improved precision and dependability in classification
outcomes. This achievement under scores the capacity of
our techniques to augment the precision of diagnoses and
eventually boost the results for patients undergoing breast
cancer diagnosis.

The outcomes derived from the CNN-SVM classifier
used to classify breast tumor from input images as benign
or malignant depicted in figure 8. The classifier successfully
predicted the outcomes for all tested images, as shown
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Figure 8. Reported outcomes of CNN-SVM tumor Classification on
histopathological images using the proposed model

by a direct comparison of the anticipated results with
the actual results in each sample. Table III presents a
comparative analysis of the histopathological image classi-
fication models in the BreaKHis dataset, and the proposed
model outperformed several established methods reported
by the reference authors. Table III shows that the proposed
SVM-CNN based on the ML model is more accurate than
comparison studies. The proposed model achieved excellent
accuracy of 98% and accuracy of 98%, demonstrating
its effectiveness in accurately distinguishing between be-
nign and malignant tissue samples. Reference authors have
proposed other methods such as SVM-RFE [7], boosting
independent binary method [43], DNN [42], SVM [38], and
CNN+HOG+GLCM [12], but our model was more precise
and precise. These results highlight the robustness and relia-
bility of our proposed histopathological image classification
methodology, which may have potential implications for
improving cancer diagnosis and treatment outcomes.

Our study demonstrates that while our proposed model
exhibits commendable performance even without normal-

TABLE III. Comparison of breast pathology classification (Benign
and Malignant) outcomes using the BreaKHis database [5].

Method Accuracy % Precision %

Our Method
(CNN-SVM)

0.98 0.98

FA-VGG16 [3] 0.92 -

DNN [42] 0.97 -

Magnification
Independent
Binary [43]

0.91 -

Pa-DBN-
BC [44]

0.86 0.88

SVM [38] 0.96 -

CNN HOG
GLCM [12]

0.84 -

Figure 9. Evaluating the outcomes of BT classification using a CNN-
SVM on BACH dataset [6].

ization, incorporating preprocessing techniques, specifically
normalization, further refines the model’s ability to clas-
sify histopathological images accurately. This research con-
tributes to advancing the field of medical image analysis by
showcasing the significance of preprocessing in optimizing
classification outcomes and ultimately improving patient
care and treatment strategies.

The presented model CNN-SVM tested on an addi-
tional dataset known as Grand Challenge on Breast Cancer
Histology images (BACH) [6] to evaluate its performance
and accuracy further. The BACH dataset comprises 400
histopathological images, which represent a diverse range
of tissue samples related to breast cancer. These images
are meticulously annotated to ensure a robust evaluation of
the model’s capabilities in identifying various histological
patterns and structures. Since our method is only binary
classification, we combined normal and benign classed
under benign class and combined in situ carcinoma and
invasive carcinoma classes under malignant class. In this
evaluation, the CNN-SVM model achieved an impressive
accuracy of approximately 97%, as detailed in figure 9.
This high level of accuracy underscores the model’s profi-
ciency in distinguishing between different tissue types and
pathologies within the dataset. Such performance demon-

TABLE IV. Comparison of breast pathology classification (Benign
and Malignant) outcomes using the BACH dataset [6].

Method Accuracy % Precision %

Our Method
(CNN-SVM)

0.97 0.97

CNN
XGBoost [9]

0.95 -

CNN SVM [12] 0.93 -

AHoNet [16] 0.85 -

MSMV PEENet
[34]

0.95
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TABLE V. The computational requirements and inference speed
compared to other approaches

Comparative
Analysis

Lowest Moderate Highest

Training
Time

Classical
Machine
Learning
(depends
on feature
extraction)

CNN-SVM
(due to dual
training of
CNN and
SVM)

Pure CNNs

Inference
Speed

CNN-SVM Pure CNNs Classical
Machine
Learning

Computational
Require-
ments

Classical
Machine
Learning

CNN-SVM Pure CNNs
(especially
during
training)

strates the model’s potential effectiveness in real world
clinical applications, where precise diagnosis is crucial for
patient care. This accuracy level positions the model as
a valuable tool for pathologists, aiding them in making
more accurate and timely diagnoses of breast cancer, the
CNN-SVM model’s outstanding performance on the BACH
dataset, with an accuracy of about 98%, as shown in
figure 9, validates its reliability and potential impact in the
field of histopathological image analysis, offering enhanced
support in breast cancer diagnosis and treatment planning.
In Table IV, Our presented model has achieved a remarkable
97% accuracy on Bach dataset, surpassing the performance
of related works in the field. This significant improvement
demonstrates the model’s robustness and precision, setting
a new standard for accuracy in this domain.

Finally, we compared the proposed CNN-SVM based
approaches computational requirement and inference speed
with well known methods. The training time is lower than
classical machine learning models due to training less data,
but training the SVM is taking extra time. Generally, the
CNN-SVM combination has an acceptable computational
requirements and speed in trade of accuracy as shown in
Table V.

5. CONCLUSIONS
A new CNN-based SVM model improves the accuracy

and durability of breast tumor classification. By using
the capability of CNNs to automatically acquire crucial
characteristics from histology images without the need for
human engineering, complex spatial patterns and contextual
information are recovered. This process leads to improved
performance and generalization. Subsequently, SVMs are
used as a classifier, doing very well in classification tasks by
maximizing the difference in feature space between classes
by the determination of an ideal hyperplane. Maximizing
margins enhances the model’s capacity to handle noise and

data variations, leading to higher generalization to unfamil-
iar data. The findings of this research demonstrate that the
classifier surpasses previous approaches that are considered
to be creative. The proposed methodology, which combines
CNN with SVM, has demonstrated high efficacy in clas-
sifying breast tumors. The experimental results reveal that
this hybrid approach achieved an accuracy of 98% on the
BreaKHis dataset and 97% on the BACH dataset. These
results indicate the robustness and reliability of the CNN-
SVM model in distinguishing between different types of
breast tumors. And achieving a 97% AUC score is a major
accomplishment in the field of histopathology image classi-
fication, demonstrating the effectiveness and dependability
of our proposed methodology. The success of the CNN-
SVM approach can be attributed to the complementary
strengths of both models: CNN’s ability to effectively
extract and learn spatial hierarchies of features from the
input data, and SVM’s proficiency in classification with
a clear margin of separation. This synergy enhances the
model’s generalization capabilities and contributes to its
superior performance on the datasets used.
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