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Abstract: As technology is improving and changing rapidly, cloud security has become a challenging task. Consequently, there is a
need for more powerful and robust techniques to secure the cloud. Meanwhile, due to the huge size of the provided big data on the
cloud, other techniques and methods should be utilized to improve big data analytics and processing. The paper aims to provide a
framework for secure and efficient processing and analysis of big data using a double layer of security that is based on Elliptical Curve
Cryptography (ECC) and Fully Homomorphic Encryption (FHE). Additionally, a distributed model has been defined to partition big data
into smaller data sizes processed by different numbers of virtual CPUs. In the defined distributed model, many virtual machines process
different partitions of data parallelly and simultaneously to speed up the processing time of data. KMeans clustering algorithm is used
in three datasets as an instance of data analytics to test the suggested framework. Furthermore, the produced results are compared with
a centralized-based model to assess the productivity and efficiency of the distributed model. Besides, the principal component analysis
(PCA) is applied to the used clustering algorithm to diminish the required clustering time by the distributed model. The results indicate
that the clustering time can be reduced by up to 91%, and even with 18% more reduction in the execution time using the distributed
model. The recommended solution can improve the effectiveness of big data analytics while guaranteeing the security of such data.
Keywords: Cloud security, big data analytics, hybrid encryption, KMeans clustering, principal component analysis, distributed model

1. INTRODUCTION

Security is essential and crucial for many communities
especially sensitive organizations and institutions, such as
the banking and governmental sectors. Any small gap or
limitation in security may cost millions of dollars and
disasters for the companies and their customers as well.
Furthermore, any doubt in the level of security will affect
the adoption of cloud computing and its underlying services.

To extract information and make decisions, data an-
alytics has been used and applied. Big data is growing
exponentially with the usage of IoT devices and social
media. Therefore, critical issues come out such as the
traditional databases cannot deal with a huge amount of data
and store it. Also, traditional analytical tools cannot store
and process data. Cloud computing comes as a solution
to big data that can provide the required facilities and
computing services by providing unlimited and on-demand
resources. Furthermore, big data owners are worried about
their data with an increment of data breaches, hackers, and
the presence of third parties in the cloud [1].

One of the public key encryption methods that is used
widely in data transition and networks is Elliptic Curve
Cryptography (ECC). It is a lightweight encryption method

that needs a small key size to generate an equivalent level
of security in contrast with other encryption algorithms.
As it needs fewer key sizes, therefore fewer resources
and storage sizes are required. ECC can be used in many
applications such as image encryption, Internet of Things
(IoT), OpenSSL protocols, and Bitcoin digital signatures.
Additionally, ECC has been used wildly in network transi-
tions, digital signatures, and even the standard encryption
process. It can be used in devices with limited storage
capacity and resources [2].

One of the powerful ways to secure the cloud could
be by employing a cloud-based encryption method such as
Homomorphic Encryption (HE). FHE can be utilized as a
capable public-key encryption method that permits users to
do computations on encrypted data without any need to
decrypt it. It can perform all kinds of operations and has
a wide range of applications [3]. while using HE, the data
owner is the only user who can access the plaintext data.
Therefore, HE can preserve the privacy of on-cloud data.
Moreover, HE can support data mining operations that are
required for big data.

To work with big data with thousands or even millions
of records, other techniques and methods should be used
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to reduce the processing time of big data. For instance, we
need clustering techniques in a distributed environment to
split up big data into smaller data parts and then process all
the parts simultaneously. This can improve the analysis per-
formance of big data [4]. One of the well-known methods
in clustering is using the KMeans algorithm. Many different
KMeans algorithms have been defined as researchers trying
to propose more efficient and accurate algorithms. The
standard KMeans clustering algorithm is easy to use, and it
is specialized for big data clustering [5]. At the same time,
it is low in cost and compatible with cloud and unstructured
data.

This paper ensures strong data security for big data
analytics in the cloud. The data is encrypted using ECC and
then FHE. A distributed model is developed and tested using
different sizes of datasets. To evaluate and compare the per-
formance of the proposed solution in the distributed model,
a centralized-based model has been developed. Moreover,
the KMeans clustering algorithm and PCA method are
integrated to reduce the execution time of big data analytics
in the developed framework.

The following sections are structured as follows: Section
2 points out the objectives of the research. Section 3
investigates the literature review of related works. Besides,
Section 4 illustrates the proposed framework by explaining
the main processes. Moreover, Section 5 describes the used
datasets, and Section 6 shows the designed platform and
setups. Besides, Section 7 explains the experimental results
and findings. A general discussion is provided in Section 8
and in Section 9, the conclusion and the future works are
provided.

2. ReseArcH OBJECTIVES AND METHODOLOGY

This paper proposes a secure structure for cloud data
analytics computations by employing a hybrid encryption
approach. The prime objective of the framework is to
preserve the privacy of big data that resides in the cloud
and speed up its analytics. The proposed framework has
the following objectives:

1) To provide a solution for big data processing and
privacy-preserving problems and use a hybrid en-
cryption system based on ECC and FHE.

2) To provide more privacy using multi-cloud architec-
ture to save sensitive information in a private cloud.

3) To provide a choice of decrypting the computed
results. Only the data owner can access the results
and plaintext data.

4) To speed up the big data analysis by clustering the
encrypted data in a distributed computing environ-
ment.

5) To use the Principal Component Analysis (PCA)
method as a feature selection technique that can be
used to reduce the size of attributes in the used
datasets and therefore, reduce the clustering time.

6) To test the processing time of the used clustering
algorithm and compare it with a similar one in a

centralized model to approve its efficiency over the
traditional centralized model.

3. RELATED WORKS

Securing big data is a key challenge for many orga-
nizations and systems. The work in [6] focused on pre-
senting fundamental issues in securing big data in medical
and healthcare systems. The authors discussed some data
production rules in different countries aiming to address the
legal responsibilities and available risks in such countries.
As another example, the study in [7] highlighted different
privacy-preserving techniques by explaining different cryp-
tographic algorithms and protocols and comparing them in
terms of cost and time of their performance. Moreover,
securing big data schemes for cloud tenants and Map-
Reduced clouds has been examined. Another work in [8]
investigated different techniques for data confidentiality and
privacy, such as anonymization, data encryption, and access
control methods. Furthermore, IoT security and privacy
were explored from different aspects, such as cryptographic
protocols, network security, and application security. Be-
sides, the work in [9] presented the most important issues
in cloud security. Different encryption and security methods
were reviewed with defining a taxonomy for reviewed
studies and research in securing the cloud.

Traditional privacy-preserving methods no longer pro-
tect big data. Consequently, many researchers tried to come
up with new techniques and methods. Wei Fang et al.
[10] surveyed some new challenges of big data privacy
by defining suitable countermeasures and legal measures.
Furthermore, the work in [11] introduced a novel privacy-
preserving approach as a differential privacy technique
that is a noise-based method. In this approach, privacy
can be achieved by adding a suitable amount of noise to
data. Moreover, [12] presented a secure setting for big
data analytics using the clustering method to decrease the
execution time of data.

Elliptic curve cryptography was used in many studies
as a booster for homomorphic encryption as it uses fewer
key sizes and execution times compared to other schemes
used for homomorphic encryption. For instance, the work
in [13] proposed homomorphic encryption that is based on
ECC to improve the communication and energy costs along
with securing cloud computing. In another research [14],
a study was conducted to show that fully homomorphic
encryption is impractical for large datasets, and to improve
the execution time of homomorphic encryption a new
protocol was proposed that is based on ECC.

Homomorphic Encryption (HE) has been used for secur-
ing big data analytics in the cloud. For instance, the work
in [15] proposed a cloud-based framework for securing
big data, which employs Fully Homomorphic Encryption
(FHE). The suggested solution is to partition into smaller
data so that each part can work independently. Similarly,
the work in [16] suggested a privacy-preserving clustering
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approach using HE along with different clustering methods.
In this study, the results for different clustering algorithms
have been compared according to cluster evaluation metrics.
Besides, the work in [3] presented a review paper for dif-
ferent types of HE algorithms showing the most important
properties of HE.

KMeans and KMeans++ clustering algorithms have
been used in many applications due to their efficiency in
parallelizing processes and their low computational cost in
big data analytics. One of its uses is in medical applications.
One example is [17], in which a hybrid clustering model
for medical applications has been proposed to overcome the
limitation of the KMeans algorithm in defining overlapping
clusters. Similar work was conducted in [18] that KMeans
used for medical image segmentation. Besides, other tradi-
tional KMeans usages are presented and compared with the
proposed improved KMeans algorithm.

This study provides a sophisticated framework for big
data analytics that uses a double layer of encryption.
The proposed framework differs from other works in the
literature by combining the encryption and the cluster-
ing methods proposed in [19], [20], [1], and [15]. For
example, the work in [20] defined an encryption system
that used the ECC and FHE methods, whereas the work
in [15] used a clustering method based on the KMeans
algorithm and Fuzzy C-means clustering (FCMC). In this
paper, the proposed framework implements and evaluates
a secure framework with a hybrid encryption system that
can improve big data analytics by using a set of VMs in
a distributed computing environment. This research intends
to reduce the clustering time of data when it is compared
with a centralized-based model.

4. ProroSEp FRAMEWORK

In this section, the main processes of the suggested
framework have been presented. Figure 1 depicts the im-
portant processes of the suggested framework. ECC-FHE
Encryption, Data Clustering, and FHE-ECC Decryption are
the main processes performed by the developed framework.
In ECC-FHE Encryption, a hybrid encryption system is
used to secure the framework in which data is encrypted
using ECC and FHE. The original data can be accessed
only by the data owner. First, the data owner encrypts the
original data using ECC. Then, the data is re-encrypted
using FHE to maintain an extra security layer. Encrypting
data is performed by the data owner in a private cloud.
After data encryption, the generated ciphertext is delivered
to a public cloud. In the Data Clustering process, any
authenticated data user or even the cloud itself can use
the encrypted data to perform the clustering process in the
public cloud. The data user never has access to plaintext as
he only works on encrypted data. The data user can only
use encrypted data to do some data analytics such as the
clustering process and then reply with the clustering results.
In the FHE-ECC Decryption process, the data decrypts the
results and the data. The encrypted data first is decrypted

with FHE and then the ECC decryption methods. Note
that the encryption and decryption processes only can be
executed by the data owner in a private cloud. The following
sub-sections explain the main processes of the proposed
framework.

Data Owner

-
G

Plaintext data

FHE-ECC
Decryption

Ciphertext data

Private cloud

Data
Clustering

Public cloud

Figure 1. The major processes in the suggested secure big data
analytics framework

A. ECC-FHE Encryption

The process of encryption is performed only by the data
owner. A hybrid encryption method is executed on data
using ECC and then FHE methods. ECC has been chosen
as a light encryption system with a good security level and
is based on the hardness of different problems. ECC can
obtain an equivalent security degree with a minimum cost
in contrast with other types of encryption methods. The way
ECC encryption works is that some points are defined on the
elliptic curve using plaintext as an input to the algorithm.
First, the data is converted to some integers, then, these
integers are calculated as some points on the specified curve.
For ECC decryption, the points on the elliptic curve are
converted to some integer values, then to plaintext or the
original data in the end.

As the second layer of encryption, FHE is applied to the
provided ciphertext from ECC encryption. This step enables
the ciphertext to be used in the cloud for data analytics like
clustering hence FHE can support arbitrary computations.
Therefore, FHE can be considered a suitable solution for
providing privacy on the cloud. Four major operations in
FHE are defined. They are defined as private and public
key generation, encryption, decryption, and evaluation pro-
cesses. In the key generation process, the private and public
keys are selected. In the encryption and decryption process,
the plaintext data is encrypted and decrypted. Furthermore,
in the evaluation process, the property of HE is defined [12].
Algorithm 1 demonstrates the pseudo-code for the defined
encryption process.

As shown in Algorithm 1, the original data Dp, and the
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private key Keypr are the inputs to the algorithm. The output
is the encrypted data Dee after encrypting using both ECC
and FHE. A generator function G is used to create the public
key Keypu. As a result of this encryption, the ciphertext Ci is
generated using a random value Ra and generated function
G. The data is encrypted with Ra, the public key Keypu,
and the created point on the elliptic curve P. It is notable,
that ECC works on the prime field of values to generate
the points on the elliptic curve. Given parameters to the
ECC algorithm define the shape of the generated elliptic
curve and the numbers that exist on the curve. The input
data to the ECC is defined as some points on the calculated
curve. The next step is to encrypt Ci using FHE which is
generated from ECC encryption. After processing FHE, Ci
is converted to Dee to add more level of security to the
data. Then the generated Dee is safe to be uploaded to the
public cloud for any data analytics.

Algorithm 1 ECC-FHE Encryption

Inputs: Original data (Dp), and Private Key (Keypr)
Output: Double encrypted data (Dee)

1) The following formula is used to generate the public
key using the private key:
Keypu = Keypr = G, where a generator function G
is calculated from the elliptic curve calculation.

2) A random 4-bit value 'Ra’ is used to create Ci.
Ci=RaxG.

3) Then, De is calculated using the following formula:
De = (Ra * Keypu) + (Dp, P),
P is a calculated point presented on the defined
elliptic curve.

4) Considering that De is the encrypted data, (FHE) is
executed on De as:
FHE(De)

5) Then, (Dee) is the output of the algorithm.
Dee = FHE(De)

6) In the end, Dee is uploaded to the public cloud for
data computation and can be used by any authenti-
cated data user.

B. Data Clustering

A distributed model has been defined in this study to
process big data with smaller portions of data. As more
CPUs or VMs work on data, therefore, less analytic time is
needed to accomplish the clustering process. Consequently,
big data analytics turns into a more efficient process using
the distributed model. In this model, many CPUs work
together to accomplish the data analytics process. The
distributed model can improve the clustering process by
working on each division of data separately and simul-
taneously. The proposed distributed method can increase
the efficiency of the clustering process compared with the
traditional centralized model.

Figure 2 depicts the general idea of the distributed model
using clusters of data and processors. In this approach, the

big data is divided into smaller parts of data and then
processed using a set of VMs that work on each cluster
of data in parallel and independently. Firstly, the data parts
are distributed among many VMs. Each VM processes the
data using the clustering method. Finally, the final result is
provided using renormalization and reconciliation processes

Final clustering
result on the cloud

Reconciliation

Figure 2. The defined distributed clustering process in general

C. FHE-ECC Decryption

The decryption process is executed by the data owner
upon his/her request. Algorithm 2 shows the pseudo-code
of the defined decryption process [20]. The output of the
decryption process is the original text and the results of
data processing. For the decryption process, first FHE is
applied to the ciphertext. Then, the ECC decryption process
is applied to calculate the output from FHE decryption to
the original data. In this process, to decrypt the data, the
private key is used. The Encrypted data Dee and the private
key Keypr are the inputs to the decryption process. First, the
FHE applied to Dee. As a result of this decryption, De is
calculated. Then, the private key Keypr is used to calculate
the cipher Ci. A randomly selected number Ra is calculated
from the generator function G. It can be provided from the
elliptical curve and the private key Keypr. Then, the data
points on the elliptic curve are used to maintain the original
data Dp.

Algorithm 2 FHE-ECC Decryption

Inputs: Encrypted data (Dee), Private Key (Keypr)
Output: Original data (Dp)

1) Calculate DE by applying FHE on Dee as:
FHE(Dee) = De

2) Consider the Private key (Keypr)

3) Calculate the ciphertext Ci using De:
Ci = Keypr * De

4) Use generator function G to provide the random
value Ra using the elliptic curve equation:
Ci = Keypr * (Ra = G)

5) Calculate De using the formula:
P(De) = Ci + De — Ci, consider that the elliptical
curve is used to calculate P.

6) The original data (Dp) is calculated using the defined
points P on the curve.
Dp = P(De)
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5. DEScRIPTION OF USED DATASETS

The results of this study are based on three datasets
Bank, Marital, and Flight dataset. They have taken from
the Kaggle website [21]. Different sizes of data have been
selected to explore the result of the distributed model on the
processing time. For example, the Bank dataset is used as
a smaller dataset, the Marital dataset is used as a medium
dataset, and the Flight dataset is used as a bigger dataset.
Table I shows each used dataset with its properties. All
the selected columns have positive integer values to be
compatible with the developed framework for encryption
and decryption purposes. The datasets were accessed on 27
Aug. 2021.

6. DESIGNED PLATFORM AND SETUPS

The explained framework in Section 4 has been imple-
mented on the cloud. To this end, the AWS cloud platform
has been used to conduct the experiments. According to the
explained contribution of this research, a hybrid encryption
system has been executed on the used datasets to encrypt the
data. After data encryption, a clustering method has been
used to cluster the data and count the clustering time for
different data portions and different numbers of CPUs. For
this purpose, the models have been designed using Python
in Tensorflow. The Elastic Compute Cloud (EC2) [22] has
been installed as a cloud-based virtual machine on AWS.
Furthermore, for clustering purposes, different numbers of
resources are used on AWS. Every single used CPU has 2
GiB Memory with up to 6.25 Gbps (Network Bandwidth)
and a core turbo frequency of 3.5 GHz. They are powered
by 3rd generation Intel Xeon Scalable processors and are
used for compute-intensive workloads.

7. EXPERIMENTAL RESULTS

The experiments have been conducted for the Bank,
Marital, and Flight datasets to explore the effect of using
different sizes of datasets on the clustering process and
the distributed model. The distributed model has been
designed to include 4, 8, 16, 32, and 64 virtual CPUs
according to the selected resource type on AWS. Doubling
the number of resources in each iteration is to find out
the effect of increasing resources on the efficiency of the
distributed approach. The experiments are performed for the
distributed model using two different clustering algorithms,
KMeans only and KMeans using the PCA method. In each
experiment, the proposed distributed environment has been
evaluated using the centralized model with only one CPU
to show how the suggested distributed model outperforms
the centralized model.

It is noteworthy that PCA is used as a dimension
reduction technique [23] to optimize the performance and
decrease the clustering time. PCA works on the features or
columns of the selected dataset and then decreases them
to the most relevant ones according to their effect on the
whole dataset. The upcoming sub-sections show the results
of conducted experiments on the selected datasets.

A. Clustering Results for the Bank Dataset

The defined framework has been tested with the Bank
dataset using the AWS cloud platform. Varying portions of
data have been used to contain 2000, 4000, 6000, 8000, and
10128 records from the Bank dataset, and different numbers
of CPUs have been used to execute the secured proposed
clustering framework.

Table II shows the clustering time for varying sizes
of data and the numbers of used CPUs to accomplish
data clustering. It shows how using cloud resources affects
the execution time of the proposed solution. The provided
results have approved that increasing the number of used
CPUs can decrease the clustering time. Moreover, when
data size increases, the clustering time increases as there is
more data to be processed.

To assess the efficiency of the distributed model, the
centralized model has been used. In this model, only one
CPU executes the proposed framework using the same set-
tings and platform in the distributed model. As it is clear in
Table II, there is a huge difference in performance between
our proposed distributed model using 4, 8, 16, 32, and 64
CPUs and the centralized model with only one CPU. The
distributed model has higher efficiency in performance with
very little clustering time. In the centralized model, only a
single block of memory is used to support computational
results whereas, in the proposed distributed model, each VM
has its memory block which makes the process of clustering
faster hence all used VMs run at the same time to execute
the clustering process. As an example, the distributed model
within 64 VMs can analyze 2000 data points in 1.44 seconds
only, whereas, in the centralized model, a single CPU takes
344 seconds to accomplish the same job. According to the
results in Table II, in the distributed model, the clustering
time of the whole data can be decreased by up to 86% using
64 CPUs instead of 4 CPUs. Furthermore, as the data size
is growing, the clustering time reduction is greater. It is
obvious that the suggested distributed model outperforms
the centralized model and makes it impractical for real-
world applications hence millions, billions, or even trillions
of data records need to be analyzed and processed.

As the next part of the experiment, the PCA method has
been added to find out its effect on the suggested framework.
Table III depicts the results of adding the PCA method on
the Bank dataset with the same settings in the previous
experiment. As it is clear, the clustering time results show
15% more reduction compared with the results in Table II
using the PCA method in the distributed model.

B. Clustering Results for the Marital Dataset

To evaluate the proposed framework with a bigger
dataset, the Marital dataset has been used with more than
40000 records. Different portions of data have been tested to
contain 8500, 17000, 25500, 34000, and 42661 records from
the Marital dataset. Table IV shows the clustering time for
different data sizes and numbers of used CPUs to perform
the clustering process in the centralized and distributed
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TABLE 1. The used datasets with their properties

Dataset Name

No. of Selected Records

No. of Selected Feilds

Bank Dataset 10128
Marital Dataset 42661
Flight Dataset 107316

11
20
17

TABLE II. Clustering time in seconds using the centralized-based and distributed model in the Bank dataset

No. of CPUs 2000 records 4000 records 6000 records 8000 records 10128 records
(D) 344 636 917 1211 1503
@ 5.86 10.78 15.8 21.04 26.4
(8) 3.75 6.47 9.26 11.95 15.32
(16) 2.53 4.19 5.86 7.36 11.19
(32) 1.84 2.77 3.83 4.76 6.00
(64) 1.44 1.89 2.52 3.05 3.71

TABLE III. Clustering time in seconds using the distributed model with the PCA method in the Bank dataset

No. of CPUs 2000 records 4000 records 6000 records 8000 records 10128 records
@ 4.98 9.16 13.43 17.88 22.44
(8) 3.18 5.50 7.87 10.15 13.02
(16) 2.15 3.56 4.98 6.26 9.51
(32) 1.56 2.35 3.26 4.04 5.10
(64) 1.23 1.61 2.14 2.60 3.16

model. The results in Table IV show that increasing the
number of used CPUs can decrease the clustering time.

It is considered that there are significant differences in
execution time between our proposed distributed method
and the centralized model with only one CPU. For instance,
the distributed model within 64 VMs can analyze 42661
data points in 10.97 seconds whereas, in the centralized
model, a single CPU takes 6083 seconds to perform the
clustering process. According to the results in Table IV,
increasing the number of CPUs can decrease the clustering
time up to 90% using 64 CPUs instead of 4 CPUs. Fur-
thermore, as the data size is growing, the clustering time
can be reduced more and more using the distributed model.
As it is clear, the suggested distributed model outperforms
the centralized model and provides a better solution for data
clustering taking the benefits of cloud computing resources.

For the next part of the experiment, the PCA method has
been added to the distributed model. Table V presents the
results of using the PCA method on the distributed model
in the Marital dataset. The clustering time can be reduced
using the PCA method by up to 18% more reduction than
the provided results in Table IV.

C. Clustering Results for the Flight Dataset

The Flight dataset is used as the third dataset to evaluate
the defined framework. Different portions of data have been
used to contain 21500, 43000, 64500, 86000, and 107316
data points from the Flight dataset with different numbers of

CPUs to calculate the clustering time. Table VI shows the
clustering time for varying sizes of data and the numbers of
used CPUs to fulfill data clustering. It shows how changes
in different numbers of cloud resources affect the execution
time of the clustering process and explores the advantages
of using the distributed model.

There are significant differences in performance between
our proposed distributed model and the centralized model.
For example, the distributed model within 64 CPUs or
VMs can analyze 107316 data points in 25.51 seconds only
whereas in the centralized model, a single CPU takes 15053
seconds to complete the clustering process. According to
the results in Table VI, increasing the number of CPUs
can decrease the clustering time up to 91%, hence more
resources work on data simultaneously.

In the next part of the experiment, the PCA method has
been added to the distributed model as a booster to find
out its effect on the selected dataset. Table VII shows the
results of using the PCA method on the Flight dataset with
the same settings in the previous experiments. The results
show that the clustering time can be reduced by up to 18%
more compared with the results in Table VI.

8. DiscussioN

The proposed framework has been secured using a dou-
ble encryption technique that uses ECC and FHE encryption
methods. What distinguishes the framework is that any
authenticated data user can execute data analytics compu-
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TABLE IV. Clustering time in seconds using the centralized-based and distributed model in the Marital dataset

No. of CPUs 8500 records 17000 records 25500 records 34000 records 42661 records
(1) 1208 2385 3638 4822 6083
4 22.37 43.65 64.87 85.90 107.90
) 13.14 25.08 36.87 48.64 61.00
(16) 8.00 14.85 21.58 28.33 35.42
(32) 5.06 8.90 12.70 16.46 20.49
(64) 3.10 5.11 7.23 8.90 10.97

TABLE V. Clustering time in seconds using the distributed model with the PCA method in the Marital dataset

No. of CPUs 8500 records 17000 records 25500 records 34000 records 42661 records
4) 19.01 36.67 53.84 70.87 88.48
®) 11.17 21.07 30.60 40.13 50.02
(16) 6.80 12.47 17.91 23.37 29.05
(32) 4.30 7.48 10.54 13.58 16.80
(64) 2.63 4.29 6.10 7.34 9.20
TABLE VI. Clustering time in seconds using the centralized-based and distributed model in the Flight dataset
No. of CPUs 21500 records 43000 records 64500 records 86000 records 107316 records
(D 3138 6105 9067 12018 15053
4) 54.90 108.70 162.40 216.40 269.10
®) 31.31 61.74 91.54 121.40 151.22
(16) 18.42 36.00 52.89 70.02 86.98
(32) 10.87 20.71 30.29 39.89 49.51
(64) 6.08 10.99 15.84 20.66 25.51

TABLE VII. Clustering time in seconds using the distributed model with the PCA method in the Flight dataset

No. of CPUs 21500 records 43000 records 64500 records 86000 records 107316 records
(@Y) 46.67 91.31 134.79 178.53 220.66
) 26.61 51.86 75.98 100.16 124.00
(16) 15.65 30.24 43.90 57.77 71.32
(32) 9.24 17.40 25.14 32.91 40.60
(64) 5.17 9.23 13.15 17.04 20.91

tations on the ciphertext without any decryptions. The data
analytic computations such as machine learning algorithms
can be easily executed on the proposed framework.

Hence a hybrid encryption system has been used in the
proposed framework, it is difficult to generate encrypted
data that can be understandable or processable by data
analytic computations. One of the challenges comes out
when using FHE as the implementation of FHE is applicable
only with integer values or integer domains [1]. To avoid
the issue, only integer values have been selected from the
used datasets.

The experiments have shown that increasing the number
of used CPUs can significantly decrease the clustering time
of data. Moreover, more data to be processed, therefore
more clustering time is needed as there is more data

to be processed. Besides, when increasing the data size,
there is more reduction in the clustering time using the
distributed model. Figure 3 illustrates how the clustering
time is affected by different numbers of CPUs for each
dataset while processing whole data. To check the effect
of using cloud resources on the clustering time of data,
different numbers of CPUs have been used. As it is clear in
Figure 3, adding more resources can decrease the processing
time of data. Therefore, scalable cloud resources should be
used to reduce the overhead of using big data.

Figure 4 shows the percentage of decrement for the
clustering time in the distributed model. As it is shown
in Figure 4, the clustering time for the Bank dataset was
decreased by up to 86%, in the Marital dataset, by up to
90%, and in the Flight dataset by up to 91% using 64 CPUs
instead of 4 CPUs. Therefore, in the case of big data, as
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Figure 3. The effect of using the distributed model in each dataset

much as there is more data, there might be more percentage
of decrement in clustering time using the distributed model.
Furthermore, the PCA method was added to the proposed
distributed model to check its effect on the selected datasets.
As PCA works on the most relevant features or columns,
if there are more features to be processed, then there might
be more reduction in the clustering time using the PCA
method. In the conducted experiments, the PCA method
showed up 18% more reduction in the clustering time using
the distributed model.

Percentage of decrement in each dataset

91% 91%
90% 90%

89%

88%

87%

86%

86%

85%

84%

83%

Bank dataset Marital dataset Flight dataset

Figure 4. The percentage of decrement in the clustering time of each
dataset using 64 CPUs instead of 4 CPUs

The scalability of the proposed solution can be discussed
in three points. They are clustering time, the number of
resources, and the cost of money. The proposed framework
is scalable for any size of data even with millions of
points and hundreds of resources. Obviously, in a distributed
environment, a greater number of used CPUs provides less
clustering time. However, in real-world applications, the
number of used resources is related to a physical cost which
in turn, may limit the number of resources that can be used
and therefore limit minimum clustering time. It is notable
that in some cases when more resources are added, there is
no further reduction in clustering time. So, it is better to stop
adding more resources to avoid adding more costs using
the cloud. On the other hand, for the centralized model,
only one CPU is needed to accomplish the processing

but there is a huge gap in clustering time which can be
significantly considered. The centralized model needs more
time to process data and then more cost will be added by
the cloud. The difference is very big in clustering time
between the distributed model and the centralized model.
For instance, in the Flight dataset, the centralized model
executed the clustering process in more than 4 hours while
with the same configurations, the distributed model could
accomplish it in only 25 seconds which is a huge difference
in results. As per cloud policy, more time to use the cloud
more cost will be added.

As explained before, there is a significant gap between
the results provided by the centralized model and the
distributed model. Table VIII shows the clustering time in
seconds provided by comparing both models for the three
selected datasets. Additionally, the reduced clustering time
using the PCA method has been shown in the table. In the
Bank dataset, to process the whole dataset, 1503 seconds
were required whereas using the distributed model, only
3.71 seconds were required to accomplish the clustering
process. Furthermore, using the PCA method, the clustering
time was reduced to 3.16 seconds as the minimum cluster-
ing timing using 64 CPUs to process the whole dataset.
Likewise, the centralized model required 6083 seconds to
process the whole Marital dataset using 64 CPUs whereas
in the distributed model only 10.97 seconds were required
to do the clustering job. Also, adding the PCA method could
reduce the clustering time by up to 9.2 seconds. As well,
in the Flight dataset, the elapsed clustering time using the
centralized model was 15053 seconds compared with the
distributed model which took only 25.51 seconds to finish
the clustering process on the whole dataset. Additionally,
the PCA method could reduce the timing up to 20.91
seconds which is the minimum clustering time using 64
CPUs. The developed distributed model has powerfully
reduced the clustering time needed to accomplish the data
clustering on the whole dataset.

There is no discussion that time is an important factor
in any data analytics or computations, especially nowadays.
However, other factors should be considered, such as cost
and acceptable reduction in accuracy as all of them can
be counted as the most important factors to define per-
formance. Cost can be a limiting factor in defining the
clustering time as it can be defined by the number of
used resources in the cloud. Additionally, there is more
possibility of reducing the clustering accuracy when using
more clusters of nodes to accomplish the clustering job. As
all clusters are working in parallel and at the same time,
there is a merge process at the end to merge all the results
provided by the nodes. With more nodes to be merged,
there is more possibility of a reduction in the accuracy of
clustering results. Therefore, there is a trade-off in choosing
the best combination of cost, number of resources, time, and
acceptable errors or desired clustering accuracy.

When the performance of the proposed framework is
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TABLE VIII. Clustering time in seconds needed by different models on the whole dataset using 64 CPUs

Name of the Dataset Centralized Model

Distributed Model

Distributed with Adding PCA

Bank 1503 3.71 3.16

Marital 6083 10.97 9.20

Flight 15053 25.51 20.91
compared with other researchers, it can be found that the [21 A. V. Lucca, G. M. Sborz, V. Leithardt, M. Beko, C. A. Zeferino,

work in [15] also used a secure framework with clustering
but with one layer of security. In the mentioned study, the
framework decreased the clustering time by up to 81%
using a similar dataset and settings, while our proposed
framework succeeded in further reduction and decreased the [3]
clustering time by up to 86% in the Bank dataset with two
layers of security. The defined framework can be a novel
approach toward efficient and secure data analytics in the (4]
cloud. The suggested solution integrates a hybrid encryp-
tion method with a distributed computation environment to
enhance the data clustering process, taking benefit of cloud
resources.
(5]

9. CoNcLusION AND FUTURE WORKS

This study focused on securing big data analytics in
the cloud by employing a hybrid encryption method using
ECC and FHE. The data always is protected in any case
while it is on rest, storage, or even in processing. Besides,
FHE makes data to be compatible with any data analytics
on the cloud. Additionally, a distributed model was used to
reduce the clustering time. The encrypted data is distributed (7]
over many VMs or CPUs to accomplish the clustering
job simultaneously. To approve the outperformance of the
suggested distributed model, the provided results in the (8]
distributed model were compared with the results in a
centralized model. Moreover, the PCA method was used
as an extra proposed solution to decrease the clustering
time more and more. The results showed that data analytics
improved significantly by up to 91% using 64 CPUs instead
of 4 CPUs, and the clustering time was reduced by up to
18% more reduction by adding the PCA method to the
distributed model. The proposed framework can be a novel
solution for data security in cloud-based big data analytics.

(6]

[9]

[10]

For future works, huge and numerous datasets will be
considered to explore their effect on the defined framework.
Additionally, different clustering algorithms can be applied
to the developed framework to compare the clustering time
and accuracy for the used clustering methods. Different data
analytics methods rather than the used ones can be used to
find out the efficiency of the suggested framework using
different approaches.

(1]

[12]
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