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Abstract: Direction finding based on coprime array has received great interest due to the higher degrees of freedom and larger aperture
size as compared with the uniform linear array. In this paper, a new semi-symmetric coprime array (SSCA) configuration is proposed
to reduce the mutual coupling impact for passive sensing by exploiting the relocation of the redundant elements. First, the difference
co-array of the prototype coprime array (PCA) is examined and the redundant elements are identified. Based on this examination,
the second subarray (N-subarray) is split into two subarrays on opposite axes, and the zero-lag location is changed to a new location
(MN+N) to construct large contiguous lags in the difference co-array. The reduction of the mutual coupling effects is tested according
to the weight function of the first three lags of the SSCA array which is equal to one since there are no more redundant elements
pairing in the antenna array. The closed-form expression for the hole position, the contiguous lags and unique lags are formulated and
analyzed. The investigation of the SSCA is performed. The analytical expressions of the contiguous lags, unique lags, and aperture size
are derived. The numerical and simulation results demonstrate that the proposed SSCA array can attain less mutual coupling leakage

as compared to other array types.
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1. INTRODUCTION

Direction of arrival (DOA) estimation methods using
antenna arrays have a wide range of applications in sonar,
radar, wireless communication, navigation, radio direction
finding and other research areas [1],[2],[3]. The most pop-
ular used array configuration is the uniform linear array
(ULA) in which the distance between elements is half
of the wavelength of signals. Therefore, the ULA array
aperture size depends on the number of elements in the
antenna array. However, there are several issues with the
ULA configuration that affect the DOA estimation accuracy,
first the distance between elements is restricted to half
wavelength to prevent spatial aliasing. Secondly, the number
of resolved signals is limited due to the number of physical
elements. Thirdly, the separation between the elements is
small which exposes the ULA array to the mutual coupling
effect [4], [5].

Traditional DOA estimation methods such as MUSIC [6]
and ESPIRT [7] have been used to resolve the signals
with high resolution but with limitations to the number of
detectable sources [8]. To undertake these issues, sparse ar-
rays (non-uniform linear arrays NLAs) have been suggested

to produce undetermined DOA estimation. Sparse arrays
can produce a higher degree of freedom (DOFs) through
the difference co-array (DCA) concept. Different lags are
generated from pairwise differences in element positions
that enhance the degrees of DOFs [9]. Sparse arrays such
as minimum redundancy array (MRA) [10] and minimum
hole array (MHA) [11] have been proposed to maximize the
number of the contiguous lags and minimize the number of
holes in the DCA respectively. However, these array designs
lack the formal expression for the element locations and the
amount of DOFs. Thus inappropriate array design would be
presented when a great amount of elements are used in an
antenna array [12] .

Over the last decade, nested arrays (NAs) [13],[14] and
coprime arrays (CAs) [15] have drawn attention in the
field of array signal processing due to their properties
such as closed formal expression for element positions and
virtual DCA, large central uniform segment, and mitigation
of mutual coupling. The conventional NA [14] provides
a hole-free array, but it faces a higher mutual coupling
effect due to the dense sparse array with a distance of
half wavelength. Subsequently, different array designs have
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come out based on the traditional NA array structure such
as improved nested array (INA) [16] that adds one element
to the antenna array to get more DOFs, super nested array
(SNA) [17] which have the same lag generation as the NA
with significant reduction of the element pair separation,
augmented nested array (ANA) [18] that split the dense
array and rearrange the position of the elements to reduce
mutual coupling, and generalized nested array (GNA) [19]
in which the spacing of the element can be no less than
one-wavelength. The main issue in GNA is the elimination
of uDOFs and the critical holes in its DCA. Nevertheless,
in these array designs, the pairs of elements that have small
distances generate considerable mutual coupling effects.
On the other side, coprime array is considered as another
sparse array consisting of two interleaved ULA (M,N) with
inter-elements spacing of Nd and Md respectively which has
been widely investigated. Several modified array structures
have been made to the conventional CA to improve the
uniform segment and fill some holes in the DCA. Aug-
mented coprime array (ACA) which extends the number
of the elements in M-subarray has increased the number of
contiguous lags but still has a considerable mutual coupling
effect [20].

Two generalized coprime arrays with compressed inter-
element spacing (CACIS) and displaced subarrays (CADiS)
have been proposed in [21]. For CACIS configuration, the
distance of the element in N-subarray is compressed by a
compression factor that kept the minimum distance between
the elements which results in elements overlapping in the
self and cross lags differences. In CADIS configuration, the
N-subarray is shifted by a predefined distance to enlarge
the minimum distance between the subarrays to expand the
aperture size and increase the number of unique lags [22].
However, it breaks the DCA into segments and critical holes
exist that disturb the contiguous lags which degrades the
performance of DOA estimation methods based on spatial
smoothing [15],[23].

In [24] the authors proposed a thinned coprime array (TCA)
exploiting the redundancy of the physical element pairs dif-
ference with small distance since these redundant elements
do not contribute to the DCA. In [25] the authors proposed
two array structures named k-times extended coprime array
(kECA) and a complementary coprime array (CCA). In the
two subarrays, extra elements are added to fill the holes. The
main drawback of these array structures is the extra cost
due to the additional physical elements. Also, the mutual
coupling effect is due to the extra element pairs with a
small distance in kECA and the close elements distribution
with a distance of half wavelength in CCA structure.

In [26] the authors developed a hole-free coprime array
(HFCA) based on a known number of elements. HFCA
array achieved a high number of uDOFs by computing the
optimal values of M and N. However, the mutual coupling
effect did not be considered in the array design. In [27]
the authors suggest an optimized array by modifying and
adjusting the spacing between array elements of the sparse
array to estimate DOA without spatial aliasing. In [28],
the authors propose an array configuration using a branch

and bound optimization algorithm. This array configuration
is based on generalizing the minimum sensor array that
provides the same number of resolved signals with a small
number of elements.

In [29], the authors propose an improved symmetric flipped
nested array (ISFNA) to increase the number of DOF.
This array requires a set of ULAs that are influenced by
the mutual coupling effect that degraded the estimation
accuracy. The authors in [30] proposed an enhanced CACIS
array by reordering the frequent element while keeping the
element distance compressed. But still has a higher mutual
coupling effect. In [31], the authors proposed several low
redundancy arrays under particular configurations with a
definite condition. The different classes are obtained when
the second array is greater than 18.

As a result, the authors in [32] outlined some criteria to
be considered in designing sparse arrays such as the closed
form for elements positions, large contiguous lags, the hole
issues, and the small weight function for the first three lags
to mitigate the mutual coupling effect.

In order to construct a new coprime array configuration that
has a uniform spacing and reduced mutual coupling effect
as compared to other array types, a new array structure
named semi-symmetric coprime array (SSCA) based on the
conventional coprime array is proposed. In this paper, the
prime contributions are listed as follows:

1) From the perspective of extending the virtual array
structure, the range of contiguous lags is increased
by dividing one of the two subarrays to be semi-
symmetrical in axis. Then the closed-form expres-
sion for the hole-position, the contiguous lags and
the unique lags are analyzed.

2) The relationship between the contiguous lags and the
element position at the zeroth position is analyzed,
and the proposed array is developed by relocating
the zeroth position to a new location.

3) The number of contiguous lags, unique lags and
weight function of the first three lags of the designed
array are formulated and compared with array con-
figurations.

The structure of the paper is arranged in several sections as
in the following: Section 2 presents the data model of the
prototype coprime array and the mutual coupling. In Section
3, the proposed semi-symmetric coprime array (SSCA) and
its properties are presented. Section 4 demonstrates the
performance analysis of the SSCA array in terms of mutual
coupling leakage and spatial spectrum through simulation.
Finally, the concluded remarks are presented in Section 5.
Notations: we use upper-case (lower-case) bold characters
to denote matrices (vector). [.]7,[.]* and [.]¥ stand for the
transpose, conjugate and conjugate transpose respectively.
diag(.) and vec(-) mean a diagonal matrix and the vector-
ization operator. E{-} represents the expectation operator.
Ix indicates the identity matrix with size K X K. ® and
® represent the Khatri-Rao product and Kronecker product
respectively. |.] is the floor function. || . ||r represents the
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Figure 1. Prototype coprime array configuration

Frobenius norm.

2. ProtoryYPE COPRIME ARRAY CONFIGURATION

A prototype coprime array (PCA) [14] is composed of
a pair of coprime integer M and N elements with elements
distance Nd and Md respectively, where d is the minimum
distance in the PCA and equals half the wavelength d =
A/2. The two subarrays shared the reference elements at the
zeroth position; therefore, the entire amount of elements in
the antenna array is K = M + N — 1 as shown in figure 1.
The element’s position is denoted as [33]:

P={Mnd|0<n<N-1JU{Nmd|0<m<M-1} (1)

A. Data Model

Assume that Q uncorrelated sources impinging on PCA
from directions 61, 6,, .. .,68p, then the observed data vector
is given by [20]:

[¢]
X(1) = " a(0)s,(0) +n() = As() +n(@)  (2)
g=1
where
3(9) — [1’ ej27rp2 Sin(0,)/ Ay, 2T PM+N-1 sin({)q)//l] (3)

a(f,) is the directional vector, A = [a(6)),...,a(0p)] is the
directional matrix, and p = [pi,..., pK]T denote the posi-
tions of the elements in PCA, where p, e p,i =1,...,K.
s(t)is the source vector where s(f) = [sl(t),...,sQ(t)]T.
n(t) is the noise vector which is additive white Gaussian
noise. The correlation matrix (R) of the observed vector is
determined as:

R = E(X()X (1)) = ARA + 021k )
0

- Z oZa(9,)a" (0,) + ook 5)
g=1

where R, = E{s(t)s"(¢)} = diag(a‘f,...,O'ZQ) is the source
correlation matrix, and 0'5 represnts the power of the gth
source (g = 1,...,0). oIk is the noise correlation matrix,
Ix is identity matrix with size K x K. The estimated

correlation matrix for T snapshots is expressed as [23]:

= 1 T u
R= ;X(ox (t) (6)

directional matrix of the virtual array with a large aperture
size, p = [07,. ..,O'ZQ]T and 02(I) is the noise matrix. z
is considered as the observed data for a coherent source of
single snapshots with deficient matrix rank and the spatial
smoothing is utilized to retrieve the full rank. Anyway, the
spatial smoothing can be performed only on the contiguous
lags. Assuming U = [-L,, L,] is the range of the contiguous
lags in the DCA, then a new vector zy with 2Ly + 1) X 1
can be formed as follows [23]:

Zy = Bp + 0'211( (8)

where B is the virtual directional matrix with respect to the
contiguous lags with size (2Ly + 1) X Q and Iy is a vector
with (2Ly + 1) x 1. For contiguous lags for one side can
be expressed as zy,, v = 1,2,...,Ly + 1, then the spatial
smoothing matrix can be illustrated as:

Ly+1
1 U

R =— Wil 9
z Ly + 1) ;ZU Zyy ®

where R, is utilized to estimate the DOAs of the sources
by performing MUSIC algorithm. It is important to notice
that the ULA segment in the DCA has a great impact on
the estimation process [23].

B. Mutual Coupling

In the antenna array, the element output is affected by
its neighboring elements. When the elements are nearby to
each other’s, the mutual coupling can degrade the perfor-
mance of antenna radiation patterns performance. The array
output observation in eq.(2) can be modeled to incorporate
the mutual coupling impact as follows.

X(#) = CAs(f) + n(r) (10)

where C is KX K mutual coupling matrix. It can be modeled
regarding the distance between the elements in an antenna
array. For ULA structure, C is a B-bounded symmetrical
Toeplitz matrix for ULA structure defined as:

c = Ga-a |di—d;|<B
- 0, otherwise

(1D

where p;,p; € P and ¢; = ¢TI0 1 for 1 € (2,B), ¢
represents the governing mutual coupling point under the
single unit of elements distance status. cy, ¢, ,cp coupling
coefficients fulfill co = 1 >| ¢ |,; | cp | and their magnitude
is related to their elements partitions, i.e., | ck/cl |= I/k for
k,1>0 [17].

C. Weight function

The weight function is an important feature in sparse
array configurations and is directly related to the array mu-
tual coupling [17] and antenna economy [13]. The weight
function w(m) of an antenna array is the amount of elements
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Figure 2. proposed semi-symmetric coprime array

pair in P with m separation [20].
wim)={(di—d)eP:d;i—dj=ml,meD  (12)

where P? = P x P for any set P. For any m € D, w(m) > 0,
otherwise it is zero. The first three lags weight function
specifically w(1),w(2) and w(3) have a significant impact
on the array performance, and w(l) affords an immense
impact [21].

3. ProPOSED SEMI-SYMMETRICAL COPRIME ARRAY CONFIGURA-

TION

A new semi-symmetrical coprime array (SSCA) config-
uration is proposed. This configuration is formed on a sym-
metrical N-subarray while the M-subarray is left unchanged.
Then the 0-lag position element of the aforementioned array
is relocated to a new location to MN+N. The proposed array
has many outstanding properties. The elements’ positions,
the consecutive lags, weight function and aperture size can
be formally expressed.

A. Proposed array Configuration

The proposed array consists of K = N+ M — 1 elements,
where N > M > 3. Figure 2 shows the proposed
SSCA configuration where N-Subarray has been divided
into 2-subarrays being symmetrical in x-axis with Md
inter-element spacing and the O-element position has been
changed to the position MN+N. The position set (P5S¢4) of
the SSCA array is expressed in the following relationship:

PSSCA {PSSCA U PSSCA U PSSCA U PSSCA} (13)

where
PSSCA _

mNd,1 <m< M- 1))
.{”SCA

=1
% ={mMd,1 <ny < N))},N; = [N/2]

P SCA:{ mMd,1 <ny <N))},N=N-N; -1
={MN,+N+ M+ |N/2|M}d

The zero reference of the two subarrays is changed
to the end of the two subarrays to fill some holes and
increase the range of the contiguous lags range and extend
the aperture array size as provided in the next section.
An example of the SSCA array configuration with M =
3,N = 4, is shown in figure 3. N; =]N/2] = 2, and
N, = N - N; —1 = 1. According to eq.(13), the elements
are set as follows, PSS¢4 = (-3,3,4,6,8,16})d, where
PSSCA = {4,8)d, PSSCA = {3,6}d, PSSCA = {-3}d, and
Pg SCA = 16d. The top figure shows the physical elements

||||||||||||||||||

4-3-2-1012 3 456 7 8 91011121314151617

Physical elements location

[0 : 000%9000éooooéooooéooooéooo : .I
-20 -18 -10 -5 0 5 10 15 20

DCA

LI TTTTTTITTITT

0 2 4 6 8 10 12 14 16 18
Virtual Coarray location m

Figure 3. The elements position, DCA and the weight function of a
SSCA array with K=6,M =3, and N =4

position, the middle figure shows the corresponding DCA
and the bottom figure shows the weights function.

B. SSCA array properties

In this subsection, the SSCA properties are explained to
show its merits against other array configurations.

1) Degrees of freedom (DOFs) is the amount of unique
lags in D. For SSCA array, it depends on the value
of N-subarray whether it’s odd or even integer. If
N is odd, the unique lags closed-form denoted by
2MN + 4| N/2] + 1, on the other hand, when N is
even, the unique lags 2MN + 2|N/2] + N — M for
M > 3.

2) Uniform DOF (uDOFs) is the central ULA segment
(contiguous lags) in D. The SSCA array can provide
a contiguous lags within the range [—-(N,M + 2N +
M+1): N;M+2N + M + 1]. The uDOF in the D is
denoted by U, where

U=2N;M+4N +2M - 1 (14)

3) Aperture size is the length of the coprime array
related to the last element location. The SSCA
array can provide a high aperture size equal to
MN +2N - |N/2] - 1.

4) Another advantage of the proposed SSCA array is
the less affect to mutual coupling due to the reduction
of the weight function as compared to other array
types. For SSCA array with M > 3, the weight
functions w(m) for m=1,2 and 3 is as follows:

w(l) =1, M >3andN > M + 1

=2 M=3andN=M+1
w(2) = .

=1, otherwise

=N-3 M=3andN >5
w(3) = .

=1, otherwise

15)

Table 1 shows a comparison of the lags generation
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TABLE I. LAG GENERATION OF FORMAL-EXPRESSION COMPARISON OF DIFFERENT ARRAY TYPES
| Array type | No. of elements | No. of uDOF | No. of DOF(Unique lags) | Aperture size
PCA[15] M+N-1 2(M+N)-1 MN+M+N-2 MN-M
NA[14] N1+ N2 2N2(N1+1)-1 2N2(N1+1)-1 N2(N1+1)
ACA [20] 2M +N -1 2(MN + M) -1 3MN +M - N 2MN - N
INA[16] N1+N2+1 22N2(N1+1)-1 2N2(N1+1)-1 NIN2+N2+N1-1
SNA[17] N1+ N2 2N2(N1+1)-1 2N2(N1+1)-1 N2(N1+1)
GNA[19] N1+ N2 - 2N2(N1+1)-1 aN1+pBN2-1)+1
CACIS[21] M+N-1 2MN —-2M/p(N — 1) -1 2MN — M/p(N—-1)-N MN-M
CADiS[21] M+N-1 MN—-(M/p-1)(N-2)+1 2MN +2M -5 (N-D)M/p+(M—-2)N+ M+ N
kECA[25] kM +N -1 2(k — 1)MN +2M - 1 2k - 1)MN+ M - N kMN — N
CCA [25] (k+1)M+N -2 2kMN — 2N + 1 2kMN — 2N + 1 kMN — N
TCA[24] M+ N+ [M/2]1 2MN +2M -1 3MN +M - N 2MN - N
HFCA[26] - 2N(T +1-N—-|M/2])+6M -1 2N(T +1—-N—|N/2))+6M -1 BM+N(T +1—-N-|N/2)) -1
N-odd 2MN +4[N/2| + 1
SSCA M+N-1 2NoM +4N +2M - 1 Neeven 2MN AN+ 1T N =M MN +2N-|N/2] -1
formal expressions in terms of the total number of the set:

elements, uDOF, DOFs (unique lags) and aperture size of
the proposed SSCA structure with other array types.

C. Difference Co-array Analysis

In this subsection, SSCA array structure is analyzed
before and after N-subarray splitting, afterward, the re-
sultant virtual array will be analyzed before and after
removing the reference elements at O-position regarding the
amount of contiguous lags and holes position to illustrate
the structure design and performance marks of SSCA array.
The mathematical expression for the DCA, the number of
uDOFs, unique lags and aperture size are derived to improve
the array design.

1) Analyzing DCA before N-subarray splitting
For the PCA consists of (M, N) pair of elements, the
elements are located at:

Spca=81US, (16)

where §1 = {mNd,0 < m < M - 1}, §, =
nMd,0 <n <N -1). The DCA of the PCA can be con-
structed from the self-difference sets D, which can be
defined as Dy = 5; — s | (i, j) € S and the cross-difference
sets D, as follows:

Dpcp = D; U D. = D1y U Dy UDippU Doy
=@ =-SDUG2-8)UE1-852)U(S2-81)
(17)

where

D=8 -S,={mNd,0<m<M-1}

Dy =8S,-8S,={nMd,0<n<N-1}

Dy =81-S2,={mNd-nMd,0<m<M-1,0<n<N-1}
Dy =8,-8 ={nMd-mNd,0 <n<N-1,0<m<M-1}
It can be noticed that the lag sets Dy, and D;; include
both the cross-lags and self-lags and D is symmetrical about
x-axis, so only one side will be analyzed. Since the self-
difference lags are exists in the cross and self-difference
lags, then Dy, can be rewritten, after excluding the lags
that appear in the self-difference, as shown in the following

Dip = {mNd —nMd,1 <m<M-1,1<n<|N/2]} (18)

The set 512, would not affect the difference lags set for
PCA array. Then, if N — [N/2] — 1 elements are removed
from N-subarray the contiguous lags would not change,
besides removing these elements will reduce the weight
function of the cross-difference lags due to the reduction
of the overlapped elements in the sets Dy and D,;. Thus
the DCA after removing these elements will be denoted as:

D=D;UDpUDyp (19)

where Dy, = {nyMd—n;Md,0 < n; < |N/2]}. Only the self-
difference Dy, set will be affected by removing N—|N/2]—-1
elements and additional holes will exist in the DCA which
is located at the end of the N-subarray. The resulting array
has holes in the sets HY, HY, and HY.

HR = {hy | hy = (@M + bN),a € (1,|N/2)).b € (1, M — 2}

(20)
HE = {hy | hy = (cM),c € ((N/2] + LN - 1)} (21)
HR = {h3 | hs = M + N + |N/2| M} (22)

From eq.(21), it can be concluded that the holes are the
removed elements that was reside at the end of N-subarray.
Let ¢ =co=|N/2]+1 and ¢ = N — ¢y, then eq.(21) can be
rewritten as —(N|N/2]—1)M, and —(N — |[N/2]—-1)M € P3
which refers to as the element position in the N-subarray
at the negative side. Thus, the holes in Hf and HX can be
filled for —(N —|N/2] -1, 1)M elements and an augmented
contiguous virtual array ranging —(|N/2]JM+ M +N —1) to
LNV/2]M + M + N — 1 can be obtained.

Figure 4 illustrates an example of SSCA array configuration
(physical elements location, DCA and weight function)
before and after splitting N-subarray and after relocating the
0-lag position when M=6, and N=7. Figure 4(a) presents the
PCA configuration, where the elements are located at S| =
{0,6,12,18,24,30,36}d, S, = {0,7,14,21,28,35}d, the
contiguous lags ranging from —(M+N—-1) to (M+N—-1) and
the holes set is H?“4 = +(aM +bN),a € (1, N —|N/2]),b €

https://journal.uob.edu.bh
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(1, M —2)} and H"* within range (M,MN-N). The weight
function for the first three lags is w(1)=w(2)=w(3)=2.

Figure 4(b) presents the array configuration when N —
[N/2]—1 elements are removed from N-subarray, the loca-
tion of the elements in N-subarray at S| = [0,6, 12, 18]d,
while the location of the elements in M-subarray is left un-
changed, the contiguous lags is the same as the PCA and the
holes are at [13, 19, 20, 24, 25, 26,27,30, 31, 32,33, 34,36]d
as defined in eqgs.(20) to (22), where the three addi-
tional holes [24,30,36]d exist in the DCA. The weight
function for the three first lags is reduced to w(l) =
w(2) = w(3) = 1. Figure 4 (c) presents the array con-
figuration after splitting N-subarray to be located on the
negative and positive side, the elements are located at
S = {-18,-12,-6,0,6, 12, 18}d, the contiguous lags is
expanded from [-12: 0 : 12] to [-30 : 0 : 30] and reduced
the weight function for the three first lags. Figure 4 (d)
presents the array configuration when removing the O-lag, it
can be seen that the contiguous lags do not change and only
one hole exists at 35. While Figure 4 (e) shows the SSCA
array configuration when relocating the 0-lag to MN + N
position, it can be shown that the range of the contiguous
lags is extended to [-37 : 0 : 37].

2) Analyzing DCA after splitting and Before removing 0-
lag
The elements position before removing 0-lags is illus-
trated as follows:

S=85US5,US3 (23)

Where

S| ={mNd,0<m<(M-1)},

S, ={nMd,0 <n; <Ni},Ny =|N/2]

S3 ={-noMd,0 <n, <N}, Na=N-N; -1

The DCA (D) is composed of the self-difference sets D
and the cross-difference sets D, as follows:

D=D;UD,=D;; UDyUD33UDy UD3; UDs3 (24)

where

Dy =8,—-S8, ={nMd—-mNd,0 <n <|N/2J,0<m<
M -1}

D31 =83-S1 ={-noaMd-mNd,0 <n, < N-|N/2]-1,0 <
m<M-1}

D3 =S83-S, = {-noMd-n1Md,0 <ny < N-|N/2]-1,0 <
ny < LN/2]}

D 1=85-S,={mNd,0<m<M-1}

Dy =8,—-8,={mMd,0<n <|N/2J}

D33 =83—-83 ={-npMd,0 <n, < N-|N/2] -1}

Since DCA is a symmetric, only one side is provided. From
the above sets, it can be observed that the 0-lag exists in the
D; and D., and the following relations is obtained, D33 C
D>, D52 C D3y, and Dy; C D3y, thus the following can be
defined as: Dy = {nyMd — mNd,0 < n; < |[N/2]-1,0 <
M -1}

D, = {-nyMd — mNd,0 < mylegN; — 1,0 <m < M — 1}

D3y = {Mnd,0<n<N-1} (25)

Actually, the self-difference lag set includes a large number
of duplicated lags, besides it exists in the cross-difference
lag set [12], [13], [14]. To eliminate this duplication, the fol-
lowing preposition is presented to explore the relationship
of these sets in the DCA.

Prepositionl: For D33 C Dy, D2y C D3y, D3y = D3 When
N > 4, we get the relation N > |[N/2] > N — |[N/2]l.
From the expressions D33 C D»y, Dy € D3, One can get
D3, = Ds.

Preposition2: For D; C D3;, Before removing 0-lag, The
number of uDOFs is U = 2(N,M + N + M) — 1 and the
number of the unique lags when N is odd is 2MN — 1 and
when N-is even is 2MN — M.

3) Analyzing DCA After removing 0-lag
_After removing 0-lag, the elements position is denoted
as S, which is illustrated as follows:
S=85,US,US; (26)

where

Si={mNd,1<m<M-1}

Sy ={niMd,1 <n; <N},N; =|N/2]

S5 = {—I’le_d, 1<n<N},N=N-N; -1
The DCA (D) is expressed as:

D=D,UD_D;;UD»UD3;3UDy, UD3;UDsy, (27)

Dyy=Dy=8,-81 ={nMd-mNd,1 <ny <|N/2],1<

S
I
S
I
gl
|
&l
I
3
=
&
)
IA
3
A
<
|
»

Dy =8,-S8, ={mMd,1 <n <|N/2]}

D33 =83—-SS3={-mMd,1 <ny <N-N, -1}
Similar_relations to the previous preposition is_obtained,
Whe_re D33 (S D22,D22UD32 = D3, and DzzUD[]UD31 = D2,
so D can be defined as:

5:51U52U53UB4 (28)

When the 0O-lag is removed, only one element is
removed from the DCA at the position N(M — 1), which
does not affect the contiguous lags of (D) for M > 4. If the
0-lag moved to the new position (MN, + N+ M +|N/2|M),
the range of the contiguous lags and unique lags will
be increased by N and N + M + 1 respectively, besides
the lag redundancy will be eliminated. The following
sets expressed the DCA after moving theO-lag to the new
position Dy =84S = {MNd+Nd-mNd,1 <m < M-3}
Dy =8S4—-S2={MNd+ Nd—-nMd,1 <n; <|N/2]}

Dy = S4—S3 = {MNd+Nd—(n,Md), 1 < n, < N-|N/2]-1}

(29)
The removed element at position N(M — 1)d are filled
according to eq.(23) besides other holes are filled to extend
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Figure 4. The SSCA DCA analysis steps
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the contiguous lags range [-(NoM +2N+M+1): 0: NoM +
2N + M + 1] and the number of unique lags.

4) Analyzing weight function of SSCA array

The weight function w(m) with small values is preferable
since it has a direct impact on mutual coupling. In this
subsection, the weight function of SSCA which is given in
eq.(16) is analyzed. It is obvious that the distance between
the fourth subarray and the other subarrays in SSCA is more
than 8d since the last elements in these subarrays are located
at (M — 1)Nd, thus it will not affect the weight function of
the first three lags. For M=3 and N = M +1 = 4, there is an
interaction between two elements in the first subarray with
an element in the second subarrays with spacing 2d that
results in w(2) = 2. When M=3 and N > 5, the elements
in the second subarray and the third subarray have spacing
with 3d, when performing the self-difference, there is N —
3 frequency occurrence of w(3). For the second subarray
self-difference, there is [N/2] — 1 occurrence of w(3) plus
(N —N;—1)—1 for the third subarray, and the total number
of w(3) =N -3.

4. NUMERICAL AND SIMULATION ANALYSIS

In this section, different array types are compared with
the proposed SSCA array structure with respect to the lags
being generated, DOF capacity, weight function, mutual
coupling leakage, DOA estimation performance with the
existence of mutual coupling and the root mean square error
(RMSE).

A. Lags generation comparison

The lags generation comparison of the proposed SSCA
structure with other array types such as PCA, ACA, CACIS,
CADiS, TCA , CCA, k-times ECA and nested array is
shown in figure 5 in terms of uDOFs, DOFs and aperture
size. It is illustrated that the proposed SSCA array has
significantly improved the number of uDOFs, DOF and
aperture size as compared to other array designs where
SS- algorithms can only perform on the contiguous lags.
Another comparison regarding the DOF capacity of the dif-
ferent array structures is shown in Figure 6. DOF Capacity
is a measure for comparing the sparsity of array structure.
DOF capacity is defined as:

2

YP) = 5oFy

where P is the total number of physical elements in the
sparse array and DOFs denote the number of DOFs mea-
sured by the contiguous lags or unique lags. A small value
of y(P), means a higher DOF capacity[24].The smaller the
value of y(P), the higher DOF capacity for a particular
number of elements in the antenna array. It can be shown
in figure (6)a which represents the DOF capacity regarding
the uDOF segment, that is super nested array has the lowest
y(P), and higher capacity because it can achieve higher
DOF at the cost of higher mutual coupling due to the
dense sparse array, that increase the weight function of the
first three lags in the virtual array. In figure (6) b which

(30)

represents the DOF capacity regarding the unique lags (total
DOFs), it can be shown that the proposed SSCA has the
highest capacity since it can generate a large number of
unique lags as compared to other array types.

B. Mutual coupling and weight function

The weight function is related to mutual coupling leak-
age which is used to evaluate the impact of mutual coupling.
The following coupling coefficients are used to model the
mutual coupling in eq.(11) ¢; = 0.3¢/3, B = 100, and
c; = e~ /=D for 2 < | < B, where the range of the
parameter c is between [0.1: 1]. When C is diagonal, the
elements do not interpose with one another, so it does not
introduce mutual coupling. Therefore, the off-diagonal ele-
ments energy identified the amount of the mutual coupling
leakage as described by:

| € —diag(C) |l

=" Gh
where || . ||r and diag(C) indicate the Frobenius norm of the
C matrix and C is a diagonal matrix with zero off-diagonal
components, respectively. Note that 0 < L < 1, which
means a small L indicates less mutual coupling impact.
Table II shows the weight function of the first three lags
and the mutual coupling leakage for different array types
such as PCA, ACA, CADiS, NA, INA, SNA, TCA, HFCA
and the proposed SSCA array. It can be noticed that when
the number of the element is 10, the SSCA array has the
lowest mutual coupling leakage value as defined in eq.(12).
While the nested array has the highest value due to the
dense array, it experiences severe mutual coupling impact.
When the number of the elements is 12 and 16, CADis has
the lowest mutual coupling since the weight function of the
first two lags is zero which means no lags exist in the first
and second position which breaks the contiguous segment.
Apart from CADIS configuration, the proposed SSCA array
has lower mutual coupling leakages as compared to other
array types.

C. Spatial spectrum in the presence of mutual coupling

In this subsection, the MUSIC spectrums for different
arrays structures are shown in figure 7. The amount of
physical elements is set to 12 elements, the array structures
are set as follows, PCA and proposed array (SSCA) are
formed with M=6, N=7, ACA is formed with M =4,N =5,
NA and SNA with N1 = N2 = 6, INA with N1=5;
N2=6 and HFCA is formed with M=3; N=5. There are
21 sources signals that are uniformly distributed within the
range 6 = [-0.3,0.3] SNR is 10dB. A ¢-0.3¢/™3 and the
number of snapshots is set to 1000. The spatial smoothing
for the co-array MUSIC algorithm in [22] is performed to
evaluate the spatial spectrum.

The first row shows the physical elements’ position. The
second row shows the weight functions of different sparse
arrays. It is obvious that the proposed SSCA array present
a great set of weight functions where the first three lags
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TABLE II. The first three lags weight Function and Mutual Coupling Leakage for different array types
Array type PCA CADiS SSCA HFCA ACA TCA NA SNA UNA
10 elements M=5, N=6 M=3, N=4 M=3,N=5 M=4,N=5 N1=N2=5 N1=4,N2=5
w(l) 2 0 1 3 2 1 5 1 4
w(2) 2 6 1 2 2 2 4 4 3
w(3) 2 0 2 4 5 1 3 1 2
L 0.23919 0.19119 0.18216 0.26857 0.24958 0.19729 0.32906 0.21283 0.29579
12 elements M=6, N=11 M=3,N=8 M=4,N=9 M=4N=11 NI=N2=8 N1=7,N2=8
w(l) 2 0 1 3 2 1 8 2 7
w(2) 2 0 1 2 2 2 7 6 6
w(3) 2 10 1 7 2 1 6 1 5
L 0.19627 0.13923 0.14905 0.22743 0.20487 0.17287 0.33493 0.21774 0.31391
16 elements M=6, N=7 M=3, N=5 M=4,N=5 M=5,N=6 N1=N2=6 NI1=5N2=6
w(l) 2 0 1 3 2 1 6 2 5
w(2) 2 0 1 2 2 1 5 3 4
w(3) 2 6 1 4 2 1 4 3 3
L 0.22054 0.12611 0.16261 0.24883 0.22818 0.16867 0.33134 0.22839 0.30344
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Figure 7. Comparison among (a) PCA, (b) ACA, (c) NA, (d) INA, (e) SNA,(f) HFCA, (g) TCA and (h) SSCA array configurations and the MUSIC

spectrum P(6)
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weight function (w(1),w(2),w(3)) is (1,1,1) as the TCA
array, while the weight functions for PCA, ACA, NA, INA,
SNA and HFCA are (2,2,2); (2,2,2); (6,5,4); (5,4,3); (2,3,3)
and (3,2,4) respectively. Nested arrays have the highest
weight functions since the dense array creates a triangular
area at the center. From the observed weight function, the
proposed SSCA array outperforms the other array structures
since it has a smaller number of interfered virtual elements,
a higher DOF, and an aperture size. The third row shows
the MUSIC spectrum, it can be shown that the SSCA array
can resolve all the sources effectively since it demonstrates
the true peaks for all sources. The proposed SSCA array
outperforms other array types that introduce spurious peaks
and high error estimation.

Furthermore, the estimation accuracy is evaluated by the
root mean square error (RMSE), which is expressed as:

M.

[
o 2 B =02 ()

me=1 g=1

RMSE =

where Eq is the estimated DOA of the g-th source for m,
Monte Carlo trials, and 6, is the actual DOA. The first
scenario considers the variation of the coupling coefficient
value (| ¢ |) from 0,05 to 0.45. The simulation parameters
in this scenario are set as follows, number of elements=10,
=12 within the range 6 = [-0.3,0.3], SNR = 10, B = 100,
snapshots=1000, and the number of trials is 200. The result
is shown in figure 8. It can be noticed that RMSE is
progressively increasing with the increase of (|c;|) for all
the array types. The proposed SSCA has the lowest RMSE
than other array types due to the less mutual coupling
effect since the weight function of the first three lags is
minimized to one and the more virtual elements in the DCA.
Figure 9 shows RMSE curve with respect to SNR ranging
from -10dB to 20dB, and other simulation parameters is set
to number of elements=10, snapshots=1000, Q=12 within
range 6[—0.3,0.3], the number of trials is 200, and mutual
coupling coefficient ¢; = 0.3¢“%/3_ It can be noticed that the

107!
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Figure 10. RMSE vs. number of snapshots

proposed SSCA and SNA have the lowest RMSE compared
to other array types although the weight function of the first
three lags of SNA w(1)=w(3)=1 and w(2)=4, but it has 29
uDOFs. NA has the worst performance due to the dense
subarray that results in a hard mutual coupling effect. Figure
10 shows the RMSE curve with respect to the number of
snapshots ranging from 200 to 2000, SNR =10dB, and the
other simulation parameters as in the previous scenario.
Again, it can be noticed that the proposed SSCA and SNA
have the lowest RMSE compared to other array types for
the same reason as mentioned previously. NA has the worst
performance due to the dense subarray that results in a hard
mutual coupling effect.

5. CONCLUSIONS

A new coprime array is proposed that studies the most
important properties of recently developed non-uniform
linear arrays. The proposed array point of view is to design
a sparse array that has a large number of contiguous lags
with small inter-element separations of element pairs. By
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dividing one of the subarrays into two segments, located
in the positive and negative axis sides, and moving the
0-lag position to a new position, a new coprime array is
constructed with improved DOFs and less mutual coupling.

The

mathematical expression of the contiguous lags is

derived with respect to the first hole position. The numerical
analysis shows that the DOA estimation of the SSCM array
outperforms its rivals using the same number of elements.
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