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Abstract: : The brain development and physical appearance of the face are both impacted by the neurologic disorder known as Autism
Spectrum Disorder (ASD). Children with ASD exhibit different facial landmarks from children who normally grow with Typical
Developing (TD), despite the fact that the disorder is thought to be inherited. When a child’s behavioral traits and facial features are
examined, the likelihood of an accurate diagnosis is highest. In recent years, deep convolutional neural networks widely used in image
processing because they can effectively extract features from images and learn to recognize patterns, making them well-suited for
tasks such as object detection, image segmentation, and classification. In this paper, we provide a deep learning CNN-based model
for diagnosing autism that divides children into two categories depending on their facial features: possibly healthy and potentially
unhealthy. The Tesorflow and Keras libraries are used by the suggested deep learning model to carry out feature extraction and picture
classification. The dataset obtained from the Kaggle repository is used to train and evaluate the model. The dataset that was used to
test this model consisted of 2,122 that were excluded from the original 2,940 images due to the quality and race. The testing of the
proposed model results in an Area Under Curve (AUC) of 99.8% and an accuracy of 97.3%. This model proves its high diagnosis

accuracy, ease of use, and fast decision.

Keywords: : Autism Spectrum Disorder, Convolutional neural network, Deep learning, Keras, Tensorflow.

1. INTRODUCTION

Asperger’s syndrome, childhood disintegrative disor-
ders, and autism are under the group of severe neurode-
velopmental brain illnesses known as Autism Spectrum
Disorders (ASD). These illnesses can vary greatly in terms
of severity and symptomatology, as the term “spectrum”
indicates [1]. The International Statistical Classification
of Diseases (ISCD) and Related Health Problems (RHP)
now include these diseases as Omnipresent Developmental
diseases (PDD) under Mental and Behavioral Disorders
(MBD) [2]. Early childhood symptoms of ASD often appear
in the first few years of life (age of 3-6 years) and may
include a lack of eye contact, apathy toward caregivers,
and a failure to react when called names [3]. A person’s
perception of and interactions with others are also impacted
by these diseases, they have trouble socializing and com-
municating with society throughout their first years of life,
and they abruptly become withdrawn or hostile. ASD often
persists throughout adolescence and maturity, even if it first
manifests in infancy [4].

In order to give computer systems visual perception
abilities similar to those of humans, computer vision is
used. It is an interdisciplinary field that makes it possible
for computer systems to correctly process, examine, and

understand our visual environment. For instance, computer
vision enables machines to recognize important data from
photos and video files in the same manner that people do.
The goal is to give computers access to this “natural’ visual
quality so they can comprehend and evaluate complicated
digital systems just like people can and possibly even
better. Modern computer vision makes use of machine
learning, an aspect of artificial intelligence that is concerned
with “teaching” machines to pick up new skills on their
own over time. A machine learning system, however, will
consider prior experiences and judgments to determine the
most appropriate response, in contrast to a system that
constantly follows a set of predefined rules or instructions.
Furthermore, all of this can be accomplished with little to
no human involvement [5].

A simple part or subset of machine learning is deep
Learning (DL). It enables machines to examine and grasp
digital data without human intervention. To create models
that can generate judgments from input data, deep learning
often makes use of both statistical principles and algorithms.
Deep learning is therefore used in a variety of industries,
from supercomputers to sophisticated software engineering
[6] ,[7]. In order to recognize the facial expressions of
children with autism, Haque and Valles [8] updated the
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Facial Expression Recognition 2013 dataset in 2018. They
did this by using deep learning techniques. Parikh et al.
[9] formulated a technique to extract the characteristics
associated with autism using machine learning techniques.
DL techniques, in particular Convolutional Neural Networks
(CNNs) and recurrent neural networks (RNNs), have been
utilized or suggested for the purpose of identifying autism
in kids [10] , [11]. Therefore, it is essential to encourage
early intervention for ASD children in every household.
This means developing an objective, affordable, and simple-
to-understand diagnosis or screening solution.

2. REevLaTtED WORK

Throughout recent years, researchers focused on the
diagnosing of autism in children using modern techniques
of Artificial Intelligent (AI). For example, the author of
[12] created the ASDTest app, which was a mobile-based
ASD screening tool, to do away with the time-consuming
and expensive ASD diagnosis methods. The app logged
over 1400 cases, including those involving infants, children,
teenagers, and adults. Due to the uneven nature of the
toddler data set, which makes it challenging to identify
diseases in that category. Additionally, the condition may
be identified in children based merely on an image analysis
since individuals have a shared pattern of different facial
malformations [13]. Depending on this the author of [14]
and [15] introduced a DL model can accurately categorize
kids as possibly autistic or as healthy with a 94.6% classi-
fication rate. 3,014 photos of kids with and without autism
were used to train and test the model, with 90% of the
data going toward training and 10% going toward testing.
The researcher Of [16] proposed an enhanced framework
for autism face recognition based on transfer learning to
detect ahead-of-time signs of ASD in kids. Using a variety
of machine learning and deep learning classifiers as well
as other transfer-learning-based pre-trained models, they
gathered facial photos of kids with autism spectrum from
the Kaggle data pool. Noted that the highest accuracy was
90.67%. the researcher used the same dataset that was used
by [13].

At the other hand, the authors of [17] introduced a
study aimed to help families and psychiatrists in diagnos-
ing autism using a simple method, a deep learning-based
web application for identifying autism established on face
characteristics evaluated in experiments utilizing a CNN
with transfer-learning and a flask framework. The classi-
fication was done using the pre-trained models MobileNet,
Xception, and InceptionV3. The face photos were extracted
from a Kaggle dataset pool that is openly accessible and
includes over 3,000 photos of kids in a diversity of facial
expressions. the accuracy of the classification findings for
the proof data: InceptionV3 attained 89%, Xception attained
94%, and MobileNet gained 95% accuracy. The East Asian
dataset contains 1122 photos equally split between children
with ASD and typical developing children (TD children).
Using VGG16, children of the same race were able to
generate classification accuracy of 95% and an Fl-score

of 0.95 [18]. By using the pre-learned models, NASNET-
Mobile, Xception, and Visual Geometry Group Network
(VGG19) the writer presented a categorization model [19].
The author of [19] used the Kaggle dataset. The results
showed that Xception scored 91%, VGG19 scored 80%,
and NASNETMobile scored 78%. The Kaggle dataset is
used for the purpose of validating and teaching autism
spectrum diagnosis models that use transfer learning from
face photo data [20]. This study examined the following
models: VGG16, EfficientNetB0, EfficientNetB7, Xception,
InceptionV3, and MobileNet. The results showed that the
accuracy is 88%, 87.7%, 86.1%, 85.6%, 82.6%, and 86.3%,
in that order. Using the CNN model, an empirical study
is carried out to determine the optimal optimizer and
hyperparameter set for improved prediction accuracy [21].
The reformed models, Xception, VGG19, ResNet50V2,
MobileNetV2, and EfficientNetB0O, showed accuracies of
95%, 86.5%, 94%, 92%, and 85.8%, respectively, after
training and validating using the optimal configuration.
Classification models employing OpenCV and the VGG16
method of SVM classifier, CNN, and Haar Cascade are
the main emphasis of [22]. The accuracy findings using
these models were: Convolution Neural Network (VGG16)-
90%, Support Vector Machine- 65%, and Haar Cascade
Classifier- 72%. In order to distinguish between a normal
kid’s face and a kid with ASD, face characteristics are
retrieved utilizing a DL-model, which was the author’s
target in upgrading a new child face image-based autism
diagnosis in children [23]. The suggested deep learning
architecture based on dense nets successfully classifies the
input face photos. The dense block is essential to raising
the system’s overall accuracy. The classification accuracy
of the suggested model was 91.50%.

Underdeveloped countries have proportionally fewer
people diagnosed with ASD. Thus, the accessibility to
mechanisms used to identification of ASD is important
in these countries. The authors used two-dimensional face
photographs as input to assess CNN’s utility in aiding in the
detection of ASD. The outcome shows good achievement
for the studied approach. MobileNet and DenseNet201
achieved the best outcome with an average of 90.7%
accuracy and standard deviations of 0.68% and 1.64%,
respectively. Where DenseNet201 obtained a good accuracy
of 93.5% in the best cases [24]. The authors tried to look
into the effectiveness of various modalities of facial pictures
for diagnosing ASD under DL-based neural networks. The
focus of the author’s study is on how deep learning models
perform when applied to various face image modalities, as
well as the difficulties and potential fixes that may arise for
each modality. Using the appropriate datasets, the models
are trained, and tested, and their assessment metrics are
analyzed as part of the technique. Based on face image
analysis, deep learning techniques based on neural networks
may be able to reliably diagnose ASD. To enhance accuracy
on 3D photos, more training on bigger 3D datasets is
necessary, since the models perform better on 2D data
[25]. Xception, Visual Geometry Group Network (VGG16)

http://journals.uob.edu.bh


http://journals.uob.edu.bh

Int. J. Com. Dig. Sys. 15, No.1, 1541-1549 (Apr-24))

\)
A

5
&
5"‘%1-4)
Q.

Lle Baay

1543

the classification job was carried out using the previously
trained models. The authors used Dataset obtained from
Kaggle for the testing of those models. Outputs of the
3 models of deep learning have been evaluated with the
utilization of frequent measures and performance, namely
accuracy, sensitivity, and specificity. With a 91% accuracy
rate, the Xception model had the highest consequences [26].

In this study, we introduce a DL model that can, with
97.3% accuracy, categorize children as either healthy or
perhaps autistic. A dataset from the Kaggle repository is
used to train and test the model. Photos, equally split after
augmentation between children with and without autism,
made up the dataset utilized to evaluate these models. It is
divided into 85% for training, while the remaining 15% is
used for validation and testing. This classification approach
is presented to help with early intervention and diagnosis
for children with ASD by bridging high diagnosis accuracy,
usability, and quick results.

3. ConvoLuTIONAL NEURAL NETWORK

Convolutional neural networks ( CNN) were developed
from multilayer perceptrons (MLPs) , a CNN offers a great
level of fabric dimensionality for deep learning. It is hence
effective for categorizing visual data [27],[28]. Features
were extracted from input training data using it. A collection
of filters is included in each convolution layer to aid in
the extraction of characteristics. Typically, the intricacy
of the characteristics that convolution layers learn grows
with CNN model depth. The first convolution layer, on
average, catches simple aspects of training data; the final
convolution layer, on the other hand, collects complicated
features. The convolution filter window’s shape and the
input’s form dictate the convolutional layer’s output shape.
We employ several methods, such as stride convolutions and
padding, that modify the output’s size in various instances.
Effective methods for modifying the dimensionality of the
data include stride and padding. The height and width of the
output can be increased via padding. Giving the output the
same height and width as the input is a common purpose
for this. The stride can lower the output’s resolution; for
instance, it can limit the output’s height and width to only
1/n of the input’s (where n is an integer larger than 1).
However, Extracting features by taking the convolution of
a section of the data specimen under consideration. Both the
stride length and the padding value determine how much of
the data section the filter visits on each iteration.

Convolutional, pooling and fully linked layers are the
three layers of neurons that make up the standard CNN
design. It consists of a tiny weighted filter that convolves
the one-dimensional input into a matrix-like picture [29].
Figure 1, depicts the architecture of the CNN.

W) = Yl@)K(t-a) o a=-oco (1

where h(t) refer to convolution result, I(a) refer to the
input image, and K(a) denote the kernel.

Il

Convolutional layer 1

Filter = assign No.
kernel = assign No.
Activation Function = assign type

i

Pooling Layer 1

Poocling = assign type
Stride = assign No.

1l

Convolutional layer 2

Filter = assign No.
kernel = assign No.
Activation Function = assign type

I

Pooling Layer 2

Pooling = assign type
Stride = assign No.

Fully Connected Layer 1

Dense = assign No.

1l

Fully Connected Layer 2

Dense = assignh No.

Figure 1. Architecture of Convolutional Neural Network.

A. Convolutional Layer
1) Convolution

Convolution is the name given to an integral transfor-
mation process that applies a certain operator to a function
[30]. A new portrayal of the resemblance between two
characteristics inside a particular window is created by
reformatting the original function. It is repeatedly employed
in the processing of images to identify features with absence
of erasing the spatial correlations among distinct pixels.
Using a matching operator, it searches a much bigger pixel
set for a certain characteristic. Over the whole original pic-
ture, the convolution kernel is displaced by a predetermined
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Figure 2. Shows the ReLU function.

stride (the kernel should not exceed the image range).

Convolution operation is a detailed method of feature
extraction in image processing that is competent at reducing
the size of the data and producing a less unnecessary
data collection, often referred as a feature map. As a
characteristic recognition [31], each kernel filters out the
areas of the original picture where the characteristic is
found. In the end, a map with an altitude that shows the
distribution of these characteristics is produced images must
be processed using some generic feature-describing tech-
niques like convolution since directly studied original data
require a lot of preprocessing, such as picture partitioning,
and are with difficulty able to dismantle the emblematic
content of the pictures. It seeks to automatically extract
desired traits and increase their computer-readable visibility.
Not only can operating convolutions accurately depict the
input’s properties, but they also reduce the need for human
procedures.

2) Activation Function

There needs to be an activation following the weighted
addition and a bias. Enhances CNN achievement by adding
Rectified Linear Units (ReLUs) [32]. Figure 2, illustrates
the ReLU function. cites shortly after as the reasons for
ReLU’s exceptional achievement: its hard non-linearity,
non-differentiability at zero, and sparse features [33]. Re-
LUs are after all frequently used to turn on convolutional
outputs.

ReLU provided by the “(2)” below.
f(x) =max(0, x) )

B. Pooling Layer

A common intermediary between many convolutional
layers is pooling, also known as subsampling. The two
pooling techniques types that CNNs utilize most commonly
are max-pooling and average-pooling [34].

The benefits of pooling for CNNs are numerous. Pooling
explicitly aims to avoid overfitting by reducing the data’s

Average value

Calculate the average value from

MAX value

Take the highest value from

The area covered by the kernel

The area covered by the kernel

Figure 3. Explains max and average pooling.

dimensionality and concentrating local data into a pooling
window [35]. Reducing data dimensionality also facilitates
computation efficiency. The stride and pooling size are
parameters of the pooling layer [36]. However, cut any
inessential features that are captured during convolution
layer decreasing the size of the data sample [34]. Aside
from that, pooling works on the assumption that neigh-
boring picture pixel values are almost identical [37]. To
do pooling, the average, minimum, and maximum of four
nearby pixel values are employed. Generally speaking, a
2*2 filter reduces the input’s size picture by 50 percent.
Figure 3, explains max and average pooling.

C. Flattened Layer

A network’s top layer, known as the classification layer,
gathers the last complex information and produces a column
vector where each row points towards a class. To be more
exact, every element in the output vector represents the
probability estimate for every class [38], and the total of
the elements equals one. Every node in an adjacent layer
is connected to every other node in a fully connected layer
[39]. The fully connected layer classifies an item using the
sigmoid function and a probabilistic value that is either 0"
or ”’1” for binary classification [40]. The sigmoid function
can be explained in Figure 4.

4. ProPoSED METHODOLOGY

The proposed autism diagnosing approach for children
based on facial images is explained in this section and is
divided into subsections to ease the reading flow.

A. Dataset

This dataset comprises about three thousand facial pic-
tures of children with and without ASD, distributed equally.
The original dataset consisted of 3014 images total [30],
whose evident problems were displayed in [41]. The Kaggle
dataset’s whole collection of photos was obtained from the
internet, as the benefactor expressed difficulty obtaining any
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Figure 4. The sigmoid function.

autism spectrum disorder images from reputable organiza-
tions or trustworthy resources [41]. We made use of the
approved dataset of [42], that comprises 11% of children of
race and 89% of white children. This dataset was only used
to demonstrate the effects of deep learning development
based on facial images. Table I, shows the details of the
races in the ASD dataset.

As previously mentioned, the dataset we used in this
study was located on Kaggle and contains roughly 3,000
photos of children with and without autism. An effort has
been made to exclude the different races with small ratios
and some other images with bad quality. Thus, 2000 images
are adopted to do argumentation operations with a balanced
dataset (an equal number of images for each type). The
data separation is done into training, validation, and testing
groups. The validation and testing set each contains 15%
of the total facial photographs (a combined 10% and 5%,
respectively), whereas the training set contains 85% of
them.

B. Proposed Deep Learning Model

DL-based CNN models have been widely used in com-
puter vision in recent years because they exhibit strong
discriminative ability while maintaining high-performance
levels [14]. When it comes to processing and picture
recognition, the CNN algorithm excels. This structure is
composed of layers that include convolutional, pooling, and
totally linked layers. In our proposed model, used three
Conv2d layers to uncovers hidden patterns and extracting
essential features. These features are like building blocks
that help the network make sense of the image’s content.
The Conv2d layer uses filters, to analyze the image. These
filters slide over the image, examining small regions at a
time. As they move, they extract relevant information and
transform the raw pixels into meaningful representations.
Using this process, it can detect edges, shapes, and other
important characteristics of the image. We added with
each Conv2d one MaxPooling layer. The three MaxPooling
layers like taking a step back to observe the view, downsize
the spatial dimensions of the feature maps. The function
of this layer is to retain the most important information

\ o/p Predlctlon

/ Non-ASD
2L )

l Stage-2 |

l Stage-1 ‘ ‘ Stage-3 ‘

Convolution layers + Mx pooling

Stage-1 Stage-2
_—
Fully connected layers

Figure 5. The proposed structure of the autism DL-classifier model.

‘ — 0]
\

. Train set

“\\ Valid set I—J ‘
L _, Predictor

Test set

Model

Figure 6. DL model training, validation, and test.

while reducing computational load. The activation function
that we used is ReLU( ) , which introduces non-linearity to
the model, It ensures that the network can learn complex
patterns by allowing it to approximate any function.The
adopted model is explaining in Figure 5.

The blank model has to be trained and verified using a
certain collection of train and validation photos in order to
generate any DL model. The model is next tested using a
collection of never-before-seen photos (test photos) to see
how well the model performs, as illustrated in Figure 6.
Pictures in test datasets are label-free, whereas pictures
in training and validation datasets include unique labels
indicating which class (autistic or non-autistic) them belong
to. With the information it has gained, the trained machine
learning model can correctly predict the class of any un-
known data (new data) while retaining essential traits that
were taken from the training pictures.

C. Proposed Algorithm

Figure 7, shows the workflow of the proposed autism
diagnosing approach that uses the DL model for classifying
the facial images of patients. The collected data set is
cleaned from any noisy ones and preprocessing steps of
normalization and resizing are applied. The preprocessed
dataset is divided into 85% training set, 10% for validation,
and 5% for testing. Different functions are implemented
for performing the training of the proposed DL model to
produce a well-trained one that is also validated. The trained

http://journals.uob.edu.bh


http://journals.uob.edu.bh

i

A7)

e

K

410 Alisy;

¢
1546 "”’Wj Mazin R. Swadi, et al.: Deep Learning Model For Autism Diagnosing.

TABLE I. Race percentage in the ASD dataset

Dataset White children Black children East asian children Other children
Kaggle ASD dataset 89% 4.20% 1.10% 5.70%
Obtain Dataset Accuracy
1.00 4 —— accuracy e N e — e ——
Dataset Cleaning val_gcctracy
0.95 4
Image Pre-Processing
0.90 1
-
7]
Divide Image O 085
]
v <
0.80 4
Test Set Train Set Validation Set
0.75
Data Processing

Training

=

Final Model

Image Classification

Figure 7. Proposed autism diagnosing approach workflow.

model is tested over the 5% ratio of the dataset images to
ensure the efficiency and accuracy of the designed model.
The obtained results of the trained model represent the
classes of ASD that show the level of the patient’s image.

5. REesurrs Anp Discussion

As mentioned earlier, the trained model is tested over
5% of the dataset images, thus the computed accuracy and
loss curves for our model validation and training are dis-
played in Figure 8, and Figure 9. These curves illustrate how
well our model fits the training and validation information
sets.

Ahead of time diagnosis, referral, and treatment face
several challenges, especially for children from low-income
parents or who take care of them. One of the major obstacles
to early diagnosis of ASD is the shortage of sufficient
numbers of qualified experts. The heterogeneous symptoms
of ASD are another significant challenge. The proposed
DL-CNN model achieves a testing accuracy of 97.3%. To
guarantee the accuracy of our model’s diagnosis, it has been
evaluated on a trustworthy dataset comprising pictures of
kids who have been diagnosed with autism and those who
have not, all of which were determined by an expert using a
conventional method for diagnosing ASD that takes DSM-5
criteria into account.

o 5 10 15 20 25 30 35 40
Epoch

Figure 8. Accuracy and validation accuracy of the proposed model.

Loss
- foss
05 4 val_loss
0.4
« 031
“n
o
-
0.2 A
0.1
0.0 1
0 5 10 15 20 25 30 35 40
Epoch

Figure 9. Loss and validation loss of the proposed model.

The graph that illustrates a classification model’s perfor-
mance across all classification thresholds is called the Re-
ceiver Operating Characteristic (ROC) curve. Two metrics,
the False Positive Rate (FPR) and True Positive Rate (TPR),
are shown on this curve. Figure 10, shows the Receiver
Operating Characteristic curve plots including the TPR vs.
FPR of the proposed DL model.

To compute the points in an ROC curve, there’s an
efficient, sorting-based algorithm that can provide this infor-
mation for us, called AUC. Think of it as integral calculus:
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TABLE II. shows a summary of the accuracy and AUC scores of the proposed approach in comparison with the literature works.

Models

[18] - VGG16-T-L
[19] - Xception model
[20] - MobileNet model
[21] - modified Xception
[22] - VGG16
[23] - densenet model

[25] - MobileNet +2 dense layers
[30] - CNN-RunPoolmodel

[31] - EVAM-CNN
[Proposed model ]

Accuracy % AUC %
95 _
91 _
88 _
95 98
90 _
91.5 _
94.6 94.48
94.6 _
90.6 90.67
97.3 99.8

ROC curve

1.0 4 __I

0.8
0.6

0.4

True positive rate

0.2 A

0.0 1

0.0 0.2 0.4 0.6 0.8 1.0
False positive rate

Figure 10. ROC curves of the model.

the Area Under Curve (AUC) estimates the complete two-
dimensional area beneath the entire ROC curve from (0,0)
to (1,1). 99.8% is the recorded AUC for our proposed model
. Table II, shows a summary of accuracy and AUC scores
of the proposed approach in comparison with the literature
works.

Identifying autism using face images is a sensitive topic,
different from traditional image categorization algorithms.
The performance of this model is greatly influenced by the
uniformity and general caliber of the training set of photos.
A wider upper face, a shorter middle face that includes
the nose and cheeks, wider eyes, a larger mouth, and the
philtrum which was stated in the introduction are some of
the common visual indicators of autism. A picture of face
show impartial expression is the only way to precisely pro-
vide these details since the above characteristics are closely
associated with facial emotions. The trial runs revealed that
photos with a impartial impression obtained more elevated
accuracy and came out better when we excluded different
races and performed augmentation. In order to guarantee
proper head alignment, the photos need to be shot on a

basic, light-colored backdrop with both of the child’s ears
clearly visible and their eyes open and noticeable that is,
without hair hiding the eyes.

The recommended method’s simplicity, speed, and ac-
curacy make it advantageous for diagnosing ASD. The
obtained results with an AUC of 99.8% and an accuracy
of 97.3% outperform the results of the research work in the
literature.

6. CoNcLUsION

An autism diagnosing approach for children was pro-
posed based on the DL model classifier that has been
trained using facial images. The DL model was trained,
validated, and tested using the adopted dataset that includes
an efficient number of images for children with TD and
ASD. The DL was considered due to recorded sufficient
accuracy in diagnosing children with autism. The proposed
approach was tested and the obtained results of 99.8% for
AUC and 97.3% for accuracy proved the ability to diagnose
the patients in accurate rates. These findings demonstrated
that a child’s static face photos effectively provide the
distinctive characteristics of ASD, enabling a rapid and
precise ASD screening process. It also could be valid for
everyone with a mobile or PC-GUI application that supports
the child’s parents ( or who take care of the child ) as the
first diagnostic step .
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