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Abstract: One of the most significant research areas in education and Artificial Intelligence (AI) is the earlier prediction of students’
academic achievement. Limited studies have been conducted using Deep Learning (DL) in the student domain of Intelligent Tutoring
System (ITS). Traditional Machine Learning (ML) techniques have been employed in many earlier publications to predict student
performance. This paper investigates the effectiveness of DL algorithms for predicting student academic performance. Three different DL
architectures based on the structure of Convolutional Neural Networks (CNN) are presented. Two public datasets are used. Furthermore,
two feature selection techniques are utilized in this experiment: Principal Component Analysis (PCA) and Decision Trees (DTs). Also,
we applied a resampling technique for the first dataset to address the issue of an imbalanced dataset. According to the experimental
findings, the proposed CNN model’s success in predicting student performance at early stages reached an accuracy of 94.36% using the
first dataset and 84.83% using the second dataset. Comparing the proposed approach with the previous studies, the proposed approach
outperformed all previous studies when dataset 2 and part of dataset 1 were used. For the complete dataset 1, the proposed model
performed very well.

Keywords: Machine Learning , Deep Learning , Convolutional Neural Networks, Intelligent Tutoring System, Principal Component
Analysis, Decision Trees

1. INTRODUCTION
Education plays a crucial role in the growth of a country,

and it is a key factor in achieving success in life. Academic
institutions strive to provide their learners with a high-
quality education to enhance learning [1]. Students’ aca-
demic achievement is a vital part that determines the success
of any educational institution. Educational organizations
have started to use Artificial Intelligence technology to
improve student learning. Currently, these organizations
have significant difficulty providing quality learning for
their learners while improving their success rate.

In contemporary times, Machine Learning holds a sig-
nificant position in forecasting students’ academic achieve-
ment, thereby facilitating them to attain higher grades. It
is a helpful tool for taking early steps to improve student’s
performance and minimize failures at the end of the course.
Intelligent Tutoring Systems (ITS), based on Artificial Intel-
ligence (AI) and Machine Learning (ML), are an example
of a tool that improves teaching abilities, assists students
in learning, and may engage students in dialogues, reply to
them, and provide feedback [2].

Student modeling is the central component of an ITS
and a broad research field. Student profile modeling [3]
is based on a learner profile description that combines the
crucial features and provides the student’s most coherent,
complete, and operational picture. Background knowledge,
learning preferences, behaviors, talents, objectives, and so
on are all student characteristics. The student profile model
may be built by analyzing data from many places (e.g.,
online learning platforms, social media, and school records).
Indeed, some studies have utilized the student profile to
suggest adaptive learning, advise them on academic choices
[4]. Machine learning techniques are employed to derive
meaningful insights from data for the purposes of informed
decision-making in student profile modeling.

Researchers from many disciplines propose various
techniques and approaches for predicting student perfor-
mance. They also improve current approaches to increase
prediction outcomes. Among all disciplines, machine learn-
ing plays a critical role in building models used for pre-
diction purposes. Furthermore, many datasets and perfor-
mance evaluation criteria are publicly available, allowing
researchers to verify performance and provide improved
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�ndings.

This paper proposes a novel approach depending on
deep learning algorithms, including the Convolutional Neu-
ral Network (CNN), to predict student performance using
two educational public datasets. We proposed three di� erent
models depending on deep learning techniques. Di� erent
evaluation metrics are utilized to assess student's perfor-
mance within the year.

The remainder of the paper is structured in the following
manner: Section 2 presents a review of the literature on
predicting student performance using machine learning and
deep learning techniques. Section 3 provides an overview
of the model proposed. The datasets and evaluation metrics
used to assess the performance of each model are described
in sections 4 and 5, respectively. The experimental �ndings
are presented in section 6. The discussion is reported in
section 7. Finally, section 8 depicts the conclusion.

2. Related work
Many studies aim to improve student academic per-

formance, analyze obstacles faced throughout the learning
process, and provide ways to improve competencies. In
other studies, �nding failure/dropout criteria was challeng-
ing. They analyzed contexts to predict academic results
and provide educational solutions. Another common pur-
pose is adaptive learning, which enhances the quality of
the educational environment and, ultimately, the learners'
achievements.

The personalization that occurs in adaptive educational
software and Intelligent Tutoring Systems is built on the
foundation of student pro�les. The results of speci�c ex-
ercises relating to a topic are used to evaluate a student's
level of understanding. To do this, Sanjay et al. [5] have
developed a variety of model extensions throughout the
years that include certain cognitive traits in the student
pro�le. An innovative approach to student pro�ling has
been put forward in this study [5]. The suggested approach
considers characteristics like the quality of questions and
mistakes caused when practicing.

A good survey [3] presented the current state of the
art in student pro�le modeling by employing machine
learning strategies throughout the past four years. For
various objectives, including failure, dropout, orientation,
academic performance, etc., the study examined popular
and e� ective machine learning approaches in traditional
and online classrooms. The �ndings [3] indicated that
most research investigations employ decision trees because
they are the most e� ective and widely used. Moreover,
the essential traits utilized to create a student pro�le are
academic, personal identi�cation, and internet behavior. An
experiment based on ML algorithms was conducted to
reinforce the survey �ndings. The decision tree performed
best, which supports the survey results.

A recent study by Khan et al. [6] evaluated the e� ciency

of machine learning algorithms for measuring students' edu-
cational progress and alerting tutors to students' challenges,
which might improve learning outcomes. This research
hypothesis's result includes supportive strategies to control
students' progress from the course's beginning e� ectively
and a preventative approach to providing struggling students
with great attention. Four machine learning algorithms were
selected to predict the performance of students (k-Nearest
Neighbours, Decision Tree (DT), Naive Bayes (NB), and
Arti�cial Neural Networks (ANN)). The study proposed
choosing a decision tree model as the best model for
evaluation.

Recently, Ng et al. [7] have proposed a data mining
approach for identifying essential factors that a� ect student
performance based on data from two secondary schools
in Portugal. Several machine learning algorithms are used
for classi�cation: Support Vector Machine (SVM), NB, and
Multilayer Perceptron (MLP). The highest performance was
obtained from SVM, scoring 91%. In addition, research
by Liu and Koedinger [8] used data mining techniques to
improve an Intelligent Tutoring System. The study results
demonstrated that student learning outcomes are increased
using the proposed system compared with the prior version.

A previous study by Imran et al. [9] has built a pre-
diction model using the ensemble method, which com-
bines several models to increase the accuracy of student
performance prediction rather than using a single model.
In addition, Lincke et al. [10] have recognized using ma-
chine learning algorithms to predict learning outcomes from
student quiz answers and reading records from a Web-
based learning system. According to the study's �ndings,
the di� culty of the question and the number of times
it has been answered incorrectly are valuable parameters
for determining whether a student's response is correct.
Moreover, Ghorbani et al. [11] evaluated several resampling
methods for dealing with imbalanced data while predicting
student performance. They used di� erent ML techniques,
such as SVM, Random Forest (RF), ANN, DT, and NB.
The result indicates that the performance of classi�ers
was increased when using balanced datasets compared to
imbalanced ones.

Many existing studies in the broader literature have
examined the use of Deep Learning (DL) to increase the
performance of student prediction. DL has recently allowed
researchers to have the ability to extract high-level features
from raw data automatically, a� ecting student performance
prediction. A study in 2021 [12] proposed a model to predict
student performance from historical records using a Deep
Neural Network (DNN) called Bidirectional Long Short-
Term Memory (BiLSTM). The prediction accuracy of the
developed model was 90.16%. Another exciting study [13]
investigated the role of student drawing in learning. The
authors introduced a diagrammatic student model based
on neural network architecture. Compared to competitive
baseline techniques, it can predict student performance
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more precisely.

Seminal contributions have been made by Siddique et
al. [14]. The study aimed to identify the essential aspects
in�uencing secondary school student's performance and
to develop an e� ective classi�cation model for academic
performance prediction by combining single and ensemble-
based classi�ers. Three single classi�ers were examined
individually, comprising a Multilayer Perceptron (MLP),
J48 (DT), and PART, as well as three ensemble techniques,
including Bagging, MultiBoost, and Voting. In addition,
nine new models were created by combining single and
ensemble classi�ers to improve previous algorithm perfor-
mance. MultiBoost with MLP outscored the others in the
study, scoring 98.7% accuracy. According to the study [11],
the suggested model would e� ectively assess secondary
school students' academic performance at an early stage to
enhance academic achievement. Moreover, a study by Li et
al. [15] proved that predicting student performance helps
in course selection and developing suitable future study
plans for learners. Furthermore, teachers and supervisors
monitor students, give support, and implement training
plans to achieve the best results. The proposed technique
used a DNN to extract valuable data as a feature with
appropriate weights. Neural networks use multiple hidden
layers regulated by feed forwarding and backpropagation
data from prior cases. The suggested model achieving the
best prediction in MAE (0.593) and RMSE (0.785).

Many academics have utilized traditional machine learn-
ing algorithms to predict student academic achievement.
Still, relatively limited studies have used convolutional neu-
ral networks' structure in the intelligent tutoring discipline.
A survey by Poudyal et al. [16] found a novel model using
a 2D CNN model by integrating two 2D CNN models to
outperform standard baseline models (NB, DT, and logistic
regression).

Many studies in the literature have examined the datasets
utilized in this study. Two datasets were collected; the �rst
was gathered and investigated by Paulo Cortez and Alice
Silva of Portugal's University of Minho. It is available
in two subjects from two Portuguese secondary schools:
Mathematics and Portuguese language. The second dataset
was provided by the Kalboard 360 learning management
system. It is a three-class dataset where students are sorted
into three grade levels: Low, Middle, and High, according
to their total grade.

Several authors applied di� erent machine learning algo-
rithms to predict student performance using both datasets.
For instance, a study in 2019 [9] used supervised machine
learning algorithms and ensemble methods and compared
the results using the �rst dataset. The study presented in [9]
highlights the importance of data preparation and algorithm
�ne-tuning in addressing issues related to data quality.
In this experiment, three supervised learning algorithms,
namely J48, NNge, and MLP were used. The results in-

dicate that J48 outperformed its competitors with a 95.78%
accuracy rate. Furthermore, an ensemble approach is used
to improve the precision of weak classi�ers, and when
compared to predictions from a single model, ensemble
predictions are often more precise.

Another study [7] used the same dataset with three clas-
si�cation models: SVM, NB, and MLP. The performance
indicators were F1-Score, recall, accuracy, and precision.
SVM achieved the highest accuracy either for the binary or
�ve class classi�cations. In addition to the previous studies,
a work by Hamoud [17] used and evaluated the �rst dataset
with three DT algorithms (J48, RepTree, and Hoe� ding
Trees). The results demonstrated that the J48 algorithm
accurately classi�ed and predicted students' intent to �nish
higher education and course progress.

On the other hand, several publications have been re-
leased documenting the use of machine learning and deep
learning algorithms with the second dataset used in the
current study. An improved model of student performance
was created using a di� erent set of behavioral character-
istics [18]. This sort of feature is associated with learner
interaction with an e-learning system. The study [18] ex-
amined data mining techniques such as ANN, NB, and DT
classi�ers to determine the e� ect of such features on student
academic achievement. The �ndings showed a substantial
link between learner behaviors and educational outcomes.
Compared to the same dataset, results with various clas-
si�cation algorithms employing behavioral characteristics
improved classi�cation accuracy by up to 29%.

One year later, in 2016, the same researchers [19] used
ensemble approaches, such as Bagging, Boosting, and RF,
to increase the model's performance. The model's accuracy
improved by up to 25.8% when using ensemble approaches.
The model's accuracy was greater than 80% when tested on
new learners. This result validates the suggested model's
dependability.

A proposed framework by Saleem et al.[20] includes
�ve machine-learning algorithms and four ensemble tech-
niques: bagging, boosting, stacking, and voting. Using en-
semble techniques, the model performance has improved
signi�cantly. Among alternative ensemble approaches, the
stacking model excelled and achieved the highest F1
score (0.819) by integrating all �ve classi�ers. The ML
model integration enhanced the prediction accuracy and
outperformed all other ensemble techniques. The suggested
methodology can e� ectively evaluate student performance
and assist instructors in making informed decisions. An-
other study [21] in 2019 developed a Deep Neural Network-
based student performance prediction system. After training
and evaluating the model with Kaggle datasets using several
techniques in R Programming such as Decision Tree (C5.0),
NB, RF, SVM, KNN, and DNN, and compared the accuracy
of all other algorithms. The result indicated that DNN ex-
ceeded the six di� erent algorithms with an accuracy of 84%.
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A work by Akour et al. [22] explored the e� ciency of using
CNN to estimate students' performance and predict whether
a student could complete their degree. The experimental
�ndings showed that the suggested model outperformed the
current methodologies regarding prediction accuracy. Table
I summarizes some previous studies in this �eld.

3. The proposedModel
Based on the literature review, more research needs to be

done on using DL algorithms, speci�cally CNN, to predict
students' academic performance. Previous studies have fo-
cused on using traditional machine learning algorithms, for
instance, NB, DT, SVM, and RF, to predict performance.
Despite some existing research using KNN and DNN to
build the models, their experiments' results needed more
consistent accuracy. One research gap has been noted as
none of the works under review examined building di� erent
models using CNN and fully connected layers. To overcome
these research gaps, we proposed three di� erent models
based on CNN architecture using two educational datasets.
Several authors are trying many algorithms and techniques
to determine the best and most reliable results. We believe
that our work conducted in this paper would signi�cantly
contribute to the �eld of deep learning.

A. Environment
The primary purpose of this research is to create predic-

tion models utilizing DNN approaches to predict students'
academic success in coming courses early in the semester
based on their prior academic success. These models will
be useful since learners will be noti�ed of their expected
outcomes earlier in the semester. As a result, students will
be able to enhance their learning performance at the end of
the term. Three DNN classi�er models were built to predict
student performance. We used an interactive computing
data science platform called Jupyter Notebook. It is a
�exible tool to create and con�gure scienti�c computing and
machine learning work�ows. Moreover, the models were
created with Python 3 and TensorFlow 1.15.0.

Python is a high-level programming language used for
scienti�c research and computation. Python is home to
multiple open-source and general-purpose ML libraries used
to train DL models. TensorFlow is an open-source machine
learning library for DNN training and inference. It is used
for numerical computation utilizing data �ow graphs. Data
�ow graphs are often referred to as Static Computation
graphs. A developer must �rst create the input layer and link
each input layer to the hidden layer, followed by a similar
process from the hidden layer to the output layer. The
graphs comprise tensors and operations, which de�ne all the
neural networks and mathematical calculations. TensorFlow
has a Graphical Processing Unit package where all matrix
calculations may be performed [12].

B. The Architecture of the Proposed Model
The proposed model's structure is depicted in Figure 1.

The model is composed of eight distinct stages. The initial

stage involves the acquisition of the datasets gathered for the
study. The use of robust, high-quality datasets is essential
to ensure the accuracy and reliability of the model. More
explanation about the datasets and their attributes is shown
in sections 4-A and 4-B. The second stage is to preprocess
the dataset and improve its quality which is discussed in
section 4-C. The process of extracting suitable features from
the data to improve the performance of the models arises in
the third stage. Two types of feature selection were obtained
(i.e., Decision Trees and Principal Component Analysis)
to �gure out which one might give better results, which
is demonstrated clearly in section 4-D. The next stage is
to create a training set consisting of (70%) of the data
and a testing set consisting of (30%) of the data. The
attributes and classes in the training dataset are separated
and saved in a TensorFlow. The �fth stage is building
the deep learning models using a Convolutional Neural
Network (CNN) architecture. Three di� erent models were
developed to explore the best architecture that gives the
highest accuracy; Model 1 used CNN as input, Model 2
used fully connected layers, followed by CNN, and Model
3 used CNN, followed by fully connected layers, followed
by CNN. Section 3-D provides additional details about these
layers. Section 6 presents experimental results obtained
from predicting student performance. The next stage is to
evaluate the models using some evaluation metrics de�ned
in section 5. A comparison between the proposed models
and other previous studies is shown in sections 6-B and
6-D.

C. Overview of CNN
The structure of CNN consists of three main layers

[23] : convolution, pooling, and fully connected layers. The
feature extraction is carried out by the �rst two layers (con-
volution and pooling). The �nal output is mapped onto the
extracted features by the third layer (fully connected layer).
More descriptions about these layers in the following:

1) Convolution layer : A convolution layer [23] is a
central part of the CNN structure. The main purpose
of the convolution layer is to extract features from
data. It comprises a variety of functions, such as
convolution and activation functions. The essential
idea is that a kernel, a small array of numbers,
generates a feature map by taking the element-wise
product between the kernel and input tensor and
summing up the results to generate the output value.

2) Pooling layer : A pooling layer handles a conven-
tional A pooling layer down samples feature maps to
reduce dimensionality, introduce translation invari-
ance, and reduce learnable parameters. Max pooling
is the most commonly used type of pooling, which
selects patches and outputs the patch's maximum
value.

3) Fully connected layers : Fully connected layers are
also called dense layers, where each input neuron is
associated with each output neuron in the prior layer.
In most cases, the output of the last convolution or
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TABLE I. Summary of the previous related work.

Ref Year Techniques
Best

Technique
Dataset

size Evaluation Metrics

[18] 2015 ANN, NB, and DT ANN 480
Accuracy, Precision, Recall,
and F-Measure

[19] 2016
ensemble approaches, such as
Bagging, Boosting, and RF Ensemble 480

Accuracy, Precision, Recall,
and F-Measure

[17] 2016
DT (J48, RepTree,
and Hoe� ding Tree) J48 1044 Accuracy

[9] 2019 Ensemble (J48, Realada- boost) Ensemble 1044 Accuracy

[21] 2019
Decision Tree (C5.0), NB,
RF, SVM, KNN, DNN DNN 500

accuracy, precision, recall,
F-score, ROC curve, RMSE

[11] 2020 RF RF 1044 Accuracy

[22] 2020 CNN CNN 480
Accuracy, Precision, Recall,
and F-Measure

[20] 2021
ML algorithms with ensemble:
BAG, boosting, stacking, and VT Stacking 480 F1 score

[3] 2021 DT, KNN, SVM, NN, NB DT 395 Accuracy

[6] 2021 k-NN , decision tree , MLP DT 151
Accuracy, precision, recall,
F-Measure and MCC)

[7] 2021 NB, MLP, SVM SVM 1044
Accuracy, precision, recall,
and F-Measure

[12] 2021 CNN, Attention-based BiLSTM BiLSTM 1044 Accuracy

[14] 2021 MLP, J48, and PART BAG, MB, VT MB,MLP 1227
Accuracy, precision, recall,
and F-score

[15] 2021 DNN DNN 3,828,879 MAE , RMSE

[16] 2022
CNN, k-NN, NB, DT,
and logistic regression CNN, 32,593 Accuracy

pooling layer is converted into one �atten dimension
array [23]. A subset of fully connected layers maps
the features to the network's �nal outputs. The num-
ber of output nodes in the �nal dense layer typically
equals the number of classes. A nonlinear function,
for example, recti�ed linear unit (ReLU), is followed
by each fully connected layer.

D. Model Creation
The planned architecture is divided into three di� erent

models. We used di� erent epochs for all the built models:
10, 50, 100, and 200. The details regarding the proposed
model can be found in the following subsections. The
structure of each model includes details about the layers, the
name and type of all layers in the model, their placement
within the model, the output shapes of each layer, the

number of parameters (weights) in each layer, and the
overall number of trainable and non-trainable parameters of
the model. Tables II, III, IV and Figures 2,3,4 summarise the
layers of each model. To be noted that the (None) values
in the tables and �gures mean that the model can accept
inputs of any dimension, a �exible batch size.

1) Model 1: CNN with one dimension as the input
Model 1 architecturecomprises �ve layers: an input

layer, a pooling layer, a �atten, and 2 dense layers, as shown
in Figure 2 and Table II. This layer converts the sample
into a (58,32) shape vector. The second layer is a pooling
layer called MaxPooling1D, using a length and stride of
2, which splits the size of the convolutional layer's feature
maps in half. The pooling layer produces an output with a
shape of (29, 32). The next layer is called Flatten. It enables
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Figure 1. The structure of the proposed model

the processing of the output by traditional, fully connected
layers. The following layer used a fully connected layer with
64 neurons and a recti�er activation function. The last layer
is the output layer, which has three neurons representing the
three categories' classes and a SoftMax activation function.
The optimization technique Adaptive Moment Estimation
(Adam) is applied to calculate the adaptive momentum
value. The error with sparse categorical cross entropy is
used as a loss function. We used a batch size of 32 and a
di� erent number of epochs 10,50,100, and 200.

2) Model 2: Fully connected, followed by CNN
The second model starts with the input layer with 32

neurons, followed by three fully connected layers, each with
64 neurons with ReLU as the activation layer. The next layer
is called Conv1D, which is a convolutional layer with 16
feature maps of size 3Ö 3. The following layer is a max
pooling layer, which takes the max over 2Ö 2 patches. The
next layer is a second convolutional layer with 16 feature
maps of size 3Ö 3. After the convolutional layer, a max
pooling layer was added with a pool size of 2Ö 2.

Figure 2. Model 1 structure

TABLE II. Model 1 layer's description

Layer (type) Output Shape Param#

conv1d (Conv1D) (None, 58, 32) 128

maxpooling1d (MaxPooling1D) (None, 29, 32) 0

�atten (Flatten) (None, 928) 0

dense (Dense) (None, 64) 59456

dense1 (Dense) (None, 3) 195

Total params: 59,779
Trainable params: 59,779
Non-trainable params: 0

The last hidden layer is a the �atten layer. The output
layer has 3 neurons corresponding to the 3 output classes.
We used the ReLU function for the hidden layers and the
SoftMax function for the output layer. Figure 3 illustrates
the structure of Model 2, and Table III summarises the
model layer and number of parameters in each layer.
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Figure 3. Model 2 structure

TABLE III. Model 2 layer's description

Layer (type) Output Shape Param#

dense1 (Dense) (None, 58, 32) 64

dense2 (Dense) (None, 58, 64) 2112

dense3 (Dense) (None, 58, 64) 4160

dense4 (Dense) (None, 58, 64) 4160

conv1d1 (Conv1D) (None, 56, 16) 3088

maxpooling1d1 (MaxPooling) (None, 28, 16) 0

conv1d2 (Conv1D) (None, 26, 16) 784

maxpooling1d2 (MaxPooling) (None, 13, 16) 0

�atten1 (Flatten) (None, 208) 0

dense5 (Dense) (None, 3) 627

Total params: 14,995
Trainable params: 14,995
Non-trainable params: 0

3) Model 3: CNN, followed by Fully connected, followed
by CNN
Model 3 consists of 14 layers: an input layer, two

convolutional layers, three fully connected layers, two more
convolutional layers, a �atten layer, and the last, the output
layer. The Model starts with the input layer that contains 32
neurons. The output shape from the input layer is (58,32)
with 64 parameters. The following layer is a one-dimension
convolutional layer with 16 �lters of size 3Ö 3 and ReLU
as an activation function. Then, a pooling layer of pool
size of 2Ö 2. Next, a second convolutional layer with 16
�lters of size 3 Ö 3 followed by a max pooling layer size
of 2 Ö 2. The output shape from the convolutional layers
is (15,16). After that, three fully connected layers with
di� erent numbers of neurons 32, 16, and 16, respectively,
with ReLU activation function, are added to the model.

The next layer is a one-dimension convolutional layer
with 16 neurons of size 3Ö 3 followed by a max pooling
layer. In addition, another one-dimension convolutional
layer followed by a pooling layer are added. The �nal layer
is the output layer which, has 3 neurons and SoftMax as
the activation function. For all the hidden layers in the
model, we used the ReLU function. Figure 4 and Table
IV summarize the structure of Model 3.

4. Dataset Description
A. Dataset 1 Description

This dataset approaches student performance in two
Portuguese secondary schools. Two datasets are available
in two subjects: Mathematics and Portuguese language.
It was retrieved from the website of the UCI machine
learning repository [24]. The data was gathered via school
reports and surveys, including information about a student's
grade, demographics, and social background. The dataset
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Figure 4. Model 3 structure

TABLE IV. Model 3 layer's description

Layer (type) Output Shape Param#

dense1 (Dense) (None, 58, 32) 64

conv1d1 (Conv1D) (None, 58, 16) 1552

maxpooling1d1 (MaxPooling) (None, 29, 16) 0

conv1d2 (Conv1D) (None, 29, 16) 784

maxpooling1d2 (MaxPooling) (None, 15, 16) 0

Dense2 (Dense) (None, 15, 32) 544

dense3 (Dense) (None, 15, 16) 528

dense4 (Dense) (None, 15, 16) 272

conv1d3 (Conv1D) (None, 15, 16) 784

maxpooling1d3 (MaxPooling (None, 8, 16) 0

conv1d4(Conv1D) (None, 8, 16) 784

maxpooling1d4 (MaxPooling (None, 4, 16) 0

�atten (Flatten) (None, 64) 0

Dense5 (Dense) (None, 3) 195

Total params: 5,507
Trainable params: 5,507
Non-trainable params: 0

was represented using three-level classi�cation tasks [25].
It is a three-class dataset (Good, Fair, and Bad) based on
the �nal grade. The dataset consists of 1044 observations
with 33 attributes. More details about the dataset used, and
its attributes are presented in Table V and Table VI.

TABLE V. Dataset 1 description

Dataset Features Multivariate

Attribute Types Integer

Related Tasks Classi�cation

No. of Instances 1044

No. of Attributes 33

Missing Values? N/A

Domain Social

Date Donated 27-11-2014

B. Dataset 2 Description
This educational dataset was obtained from the Kalboard

360 learning management system (LMS) [26]. The dataset
contains 480 instances and 16 attributes. The attributes
are divided into three primary categories: (a) Demographic
characteristics such as nationality and gender. (b) Educa-
tional background characteristics include educational stage,
grades, and section. (c) Behavioral characteristics include
raising hands in class, opening resources, responding to
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