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Abstract: Multimedia data mining plays a crucial role in various fields, such as image and video analysis, natural language processing,
and recommendation systems. Multimedia data refers to any form of data that involves multiple modes of communication, such as
text, images, audio, and video. To effectively mine valuable insights from multimedia data, a new framework is proposed in this paper
that employs a transformer-based intelligent deep neural network (DNN) model architecture. The framework includes an extensive
data preprocessing step that involves obtaining multimedia data from internet searches and removing duplicates to ensure that each
image is unique. The proposed transformer-based intelligent DNN model architecture processes the multimedia data in a hierarchical
manner and utilizes shifted windows to achieve high accuracy in image classification task. The exploited dataset details are provided
in the experimental evaluation section. Experimental results show that the proposed framework outperforms existing multimedia data
mining methods in terms of accuracy and efficiency. This framework provides valuable insights that can be used in various applications,
including content-based image retrieval, sentiment analysis, and automated captioning.

Keywords: Multimedia data mining, Images classification, Transformers, Deep neural nets, Computational intelligence, Statistical
performance metrics.

1. INTRODUCTION
Multimedia data mining is a challenging and rapidly

growing area of research that aims to extract meaningful
information and knowledge from multimedia data, such
as images, audio, and video. Image classification, consid-
ered a crucial aspect of multimedia data mining [1][2][3],
entails the assignment of a label or category to an im-
age according to its visual characteristics. This technique
finds wide application in various areas, including content-
based image retrieval, recommendation systems, and object
detection within videos. Accurate image classification is
crucial for these applications to be effective and efficient.
Additionally, multimedia data is often high-dimensional and
complex, making traditional machine learning techniques
[4][5] insufficient. Therefore, deep learning approaches,
such as convolutional neural networks (CNNs), have gained
widespread popularity for their ability to automatically
learn hierarchical features from raw data and achieve high
accuracy in image classification tasks. The high volume,
variety, and complexity of multimedia data pose significant
challenges for effective data mining, necessitating the devel-
opment of novel techniques and methodologies. In recent
years, deep learning approaches have shown tremendous
success in multimedia data mining due to their ability to
automatically learn hierarchical representations from raw
data.

Deep learning offers significant computational advantages
over traditional machine learning methods for image classi-
fication tasks. One of the primary advantages is the ability
of deep neural networks to learn hierarchical features from
raw data automatically. This allows the network to detect
patterns and features in the data that are not explicitly
defined by hand-crafted features. The representation of
multimedia data mining is depicted as figure 1. Addition-

Figure 1. Multimedia Data Mining

ally, deep neural networks can learn and identify complex
relationships between features, making them suitable for
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handling high-dimensional and complex data such as im-
ages. Another computational advantage of deep learning is
the use of graphical processing units (GPUs) for efficient
parallel processing. This enables the training of large deep
neural networks on massive datasets in a reasonable amount
of time. The scalability and generalization capabilities of
deep neural networks are also significant computational
advantages, allowing for the application of a single model
to multiple datasets and tasks, reducing the need for special-
ized models for each application. Overall, the computational
advantages of deep learning [6][7] make it a powerful
and effective approach for image classification tasks in
multimedia data mining.
Transformer-based models offer several advantages for
image classification and multimedia data mining tasks.
Unlike traditional convolutional neural networks (CNNs),
transformer-based models, such as Vision Transformer
(ViT) and Swin Transformer, can handle variable-size in-
puts, making them more flexible and adaptable to different
image resolutions and sizes. Additionally, transformer-based
models can leverage self-attention mechanisms to learn
long-range dependencies and spatial relationships in the
image data. This allows them to capture both local and
global features and relationships, which are important for
accurate image classification and object detection. Another
advantage of transformer-based models is their ability to
be fine-tuned for specific tasks, such as transfer learning.
This is particularly useful when working with limited or
small datasets, where transfer learning can improve the
performance of the model by leveraging pre-trained mod-
els on large-scale datasets. Moreover, transformer-based
models can handle multiple modalities of data, such as
text and image, making them useful for multimedia data
mining tasks. The computational advantages of transformer-
based models make them a promising approach for image
classification and multimedia data mining tasks, especially
when dealing with large and complex datasets.

A. Core challenges
Multimedia data mining faces several challenges due

to the high volume, variety, and complexity of multimedia
data. Some of the major challenges are:

1) Data heterogeneity
Multimedia data comes in different formats, such as im-

ages, audio, and video, and may require different techniques
for processing and analysis.

2) Data quality
Multimedia data may contain noise, artifacts, or missing

information, which can affect the accuracy of data mining
results.

3) Scalability
The volume of multimedia data is often large, and pro-

cessing such data requires significant computing resources
and may be time-consuming.

4) Interpretability
The features and patterns identified by multimedia data

mining algorithms may be difficult to interpret, making it
challenging to extract meaningful insights.

5) Privacy and security
Multimedia data often contains sensitive information,

such as personal images and videos, and mining such data
raises privacy and security concerns.

6) Lack of labeled data
Labeled data is essential for training supervised machine

learning models, but acquiring such data for multimedia
data can be expensive and time-consuming.

7) Semantic gap
The semantic gap refers to the difference between low-

level multimedia features and high-level semantic concepts,
which can make it challenging to extract meaningful in-
sights from multimedia data.

B. Contribution highlights of the paper
The contribution highlights of this paper are as follows:

• A novel framework has been designed for multi-
media data mining, leveraging a transformer-based
deep neural network (DNN) architecture. This model
adeptly extracts pertinent knowledge and valuable
insights from extensive and intricate multimedia
datasets.

• The proposed framework includes a data pre-
processing stage, which involves image data collec-
tion, removal of duplicate images, and resizing and
conversion to JPEG format.

• The framework employs a transformer-oriented
model, particularly the Swin Transformer. This model
is adept at managing inputs of varying sizes and
utilizes self-attention mechanisms to discern long-
range dependencies and spatial correlations within
image data.

• The framework includes a fine-tuning stage, which
allows the model to be adapted to specific tasks and
datasets, such as transfer learning, which can improve
the performance of the model.

• The experimental findings indicate that the suggested
framework surpasses other cutting-edge techniques
when applied to the dataset for classifying sports
images.

C. Outline of The paper
Remaining portions of this paper are outlined as -

Section 2 discusses about the multimedia data mining and
different variety of multimedia data along with state-of-the-
art methods. Related work in the form of latest develop-
ments, is given in section 3. Our proposed method is given
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in section 4. Section 5 presents experimental evaluation and
obtained results. Conclusive discussion and future work is
given in section 6.

2. MULTIMEDIA DATA MINING
Multimedia data mining focuses on the extraction of

knowledge and useful information from multimedia data,
including images, audio, video, and text. Multimedia data
mining involves the use of various techniques, such as
machine learning, deep learning, data visualization, and
information retrieval, to analyze large and complex mul-
timedia datasets. The main goal of multimedia data mining
is to identify patterns, trends, and relationships in the data to
discover new insights and knowledge. Applications of mul-
timedia data mining include content-based image and video
retrieval, automatic image annotation, face recognition, sen-
timent analysis, recommendation systems, and many oth-
ers. However, multimedia data presents unique challenges,
such as data heterogeneity, scalability, and semantic gap,
which require the development of novel techniques and
methodologies to effectively and efficiently mine useful
information from the data. As a result, multimedia data
mining is an active and rapidly growing research area with
significant potential for impact in various fields, including
healthcare, security, entertainment, and education.

A. Types of multimedia data
The types of multimedia data may vary depending on

the context and application. For example, medical imaging
data is a type of multimedia data that includes X-rays,
MRI scans, and CT scans. Social media data includes text,
images, and videos shared on social networking platforms.
Some common types of multimedia data are given below:

• Images: A digital image is a visual representation of
a scene or an object that is captured using a camera
or generated by a computer.

• Audio: Audio data consists of sound waves, which
can be captured using a microphone or generated by
a computer. Examples of audio data include speech,
music, and environmental sounds.

• Video: Video data is a sequence of images that are
played back in rapid succession to create the illusion
of motion. It can be captured using a video camera
or generated by a computer.

• Text: Text data consists of written or typed characters
and can be represented in various formats, such as
plain text, HTML, and XML.

• Animation: Animated multimedia data is created by
manipulating static images or creating new images to
simulate movement or change over time.

• Virtual reality: Virtual reality multimedia data pro-
vides an immersive, interactive experience that simu-
lates a real-world environment or situation.

• Augmented reality: Augmented reality multimedia
data involves overlaying digital information, such as
text or images, onto a real-world environment.

B. Image Classification
This is an eminent process of categorizing images

into predefined classes or categories based on their visual
content. It is a common application of computer vision
and machine learning, which involves training a model
to recognize patterns in the images and associate them
with corresponding labels. The image classification process
typically involves the following steps:

1) Data collection
In this step, we collect a dataset of images with

corresponding labels. The dataset should be diverse and
representative of the categories we want to classify. The
images can be collected from various sources, such as image
repositories or web scraping, and the labels can be obtained
through manual annotation or automated methods.

2) Data preprocessing
Before feeding the images into a machine learning

model, we need to preprocess them to standardize their
format and quality. This involves tasks such as resizing,
cropping, color normalization, and noise reduction. The
purpose of data preprocessing is to reduce the variability
of the images and enhance their discriminative power.

3) Feature extraction
In image classification, we aim to capture the visual

characteristics of the images that are most relevant for clas-
sification. Feature extraction is the process of transforming
the raw image pixels into a compact and informative feature
vector. The choice of feature extraction method depends on
the type of image and the available resources. Traditional
feature extraction methods include local binary patterns,
histogram of oriented gradients, and scale-invariant feature
transform. Deep learning techniques, such as convolutional
neural networks, can learn hierarchical representations of
the images and extract high-level features automatically.

4) Model training
Once we have extracted the features, we can train a

machine learning model to classify the images into their
respective categories. The most common algorithms used
for image classification are logistic regression, support vec-
tor machines, and neural networks. The choice of algorithm
depends on the complexity of the problem, the size of the
dataset, and the computational resources available. During
training, the model learns to map the feature vectors to the
corresponding labels by minimizing a cost function that
measures the difference between the predicted and actual
labels.

5) Model evaluation
Once the model has undergone training, it becomes

essential to assess its performance using an independent
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test dataset that the model has not encountered during the
training process. The purpose of model evaluation is to
assess the accuracy, precision, recall, and other metrics that
reflect the model’s ability to generalize to new data. The
prevalent evaluation metrics employed in image classifica-
tion encompass accuracy, precision, recall, and F1-score. To
enhance the model’s resilience and generalization capacity,
techniques like cross-validation and hyperparameter tuning
can be implemented.

6) Deployment
Once the model has been trained and evaluated, it

can be deployed to classify new images in real-world
applications. The deployment can be done in various ways,
such as a web service, a mobile application, or an embedded
device. The performance of the deployed model should be
monitored and updated regularly to adapt to the changing
data distribution and user feedback.

C. Semantic Segmentation
Semantic segmentation is the process of assigning a

semantic label to each part of the image. The labels that
are assigned represent the categories or classes to which
the labeled objects or parts of the image belong. The result
of semantic segmentation is usually a matrix where, for
each pixel of the image, the value of the corresponding
element is equal to the integer value that indicates the
semantic class. To recognize an object in a picture, it
is first necessary to recognize lower-level features such
as the shape of some of its parts, outlines and other
patterns that characterize it. Convolutional neural networks
are suitable for this. Convolutional layers serve as feature
extractors. Layers closer to the input recognize simpler
features such as edges and some other simpler patterns.
The outputs of the layers are therefore called feature maps.
Each subsequent layer uses the feature maps of the previous
layer to recognize higher-level features. At the end of the
network, one or more fully connected layers1 are used
for the classification at the end of the network, which
are used for the final classification based on the features
recognized by the convolutional part2 of the network. The
output of the network used for classification is usually a
vector of dimensions equal to the number of classes, where
the ordinal number of the component with the highest value
corresponds to the ordinal number of the class into which
the image is classified. With semantic segmentation, each
pixel is separately classified and determined only on the
basis of pixels at the corresponding positions in feature
maps at the output of the convolutional part of the network.
Let X be a field of random variables X1, X2, ...XN that can
take values from the set of labels L = l1, l2, ..., lk. Also, let
I be a field of random variables I1, I2, ...IN , representing the
pixels in the image. In the context of semantic segmentation,
I represents the input image, while X represents the labels
assigned to all pixels of the u image I. The conditional
random field tries to assign to pixels from image I those
labels X∗ that maximize the posterior probability P(x | I).
In other words, the expression applies:

x∗ = argmaxx∈LN P(x | I) (1)

The conditional probability is defined by the expression in
equation 2.

P(X | I) =
1

Z(I)
e−

∑
c∈CG ϕc(Xc |I) =

1
Z(I)

∏
c∈CG

e−ϕc(Xc |I) (2)

3. RELATED WORK
Multimedia Data Mining is a multidisciplinary research

area that involves various fields, including multimedia
analysis, machine learning, and data mining. The use of
Transformer-based intelligent DNN model architecture
has recently gained attention due to its effectiveness in
handling large amounts of data with complex structures.
Here we present some related works and developments in
this domain.
In the work [8][9], the authors proposed a deep learning
framework for multimodal data mining using Transformer-
based intelligent DNN model architecture. They applied
this framework to the task of image-text matching and
achieved state-of-the-art results on several benchmark
datasets. In the work [10][11][12], the authors proposed a
multimodal Transformer network for end-to-end video and
audio analysis. They showed that their model outperforms
state-of-the-art methods on several tasks, including video
captioning, audio captioning, and video retrieval.
Authors in [13][14][15] proposed a multimodal
Transformer-based network for emotion recognition
in speech. They showed that their model outperforms
state-of-the-art methods on several benchmark datasets. In
the work [16][17], the authors proposed a deep learning
framework for large-scale multimedia retrieval using
Transformer-based intelligent DNN model architecture.
They applied this framework to the task of image retrieval
and achieved state-of-the-art results on several benchmark
datasets. The authors proposed a cross-modal retrieval
framework [18] using Transformer-based joint embedding.
They showed that their model outperforms state-of-the-art
methods on several cross-modal retrieval tasks, including
image-text retrieval and audio-text retrieval. Djenouri et al.
[19] have recently proposed their work. The core objective
of their work is to introduce a new combination model that
suggests relevant hashtags for a group of tweets with no
hashtags. The approach involves utilizing a convolutional
neural network to learn the hashtags of the tweets. The
methodology starts by defining the tweet batches that are
fed into the neural network. Frequent pattern extraction
techniques are employed to develop this process. Singh et
al., in their work [20] have proposed an empirically robust
DL based framework for data modelling. Subsequently,
in the works [21][22] authors have adapted an efficient
supervised learning based approaches for image based
unstructured data. To improve the efficacy of the learning
process and diminish the recurrence of redundant patterns, a
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specialized pruning technique is integrated into the system.
This technique meticulously trims the neural connections
that contribute minimally to the model’s performance,
ensuring that the system focuses on more distinct and
meaningful patterns. Additionally, to further optimize
the deep learning model, an evolutionary algorithm
is introduced to pinpoint the ideal hyperparameters.
Specifically, a genetic algorithm, inspired by the principles
of natural evolution, is incorporated. In this approach, a
population of hyperparameters is evolved over successive
generations. These parameters are ”bred”, mutated, and
occasionally crossbred to produce better and more efficient
offspring. Over time, this method refines the parameters,
allowing the deep learning architecture to reach peak
performance levels. The robustness and superiority of this
methodology were put to the test through an extensive
series of experiments. These were conducted using a vast
collection of Twitter archives, which provided a diverse
and rich dataset for evaluation. The empirical results, upon
analysis, clearly illustrate that the proposed technique
outperforms the benchmark methods. Notably, in terms of
efficiency - a critical metric in real-world applications - the
new approach stood out, cementing its value in the realm
of deep learning optimizations.

4. PROPOSED METHOD
The proposed method blueprint and detailed discussion

about the framework is given in this section.

A. Methodology overview
This is a novel Transformer-based architecture devel-

oped for image classification task. The proposed methodol-
ogy consists of the following steps:

• Data preprocessing: The image dataset is prepro-
cessed to ensure that the images are properly resized
and normalized. This is done to ensure that the images
are in a format that is compatible with the Swin
Transformer architecture.

• Architecture design: The Swin Transformer archi-
tecture is designed by stacking a series of Swin
Transformer blocks. The Swin Transformer blocks
consist of multiple attention layers that allow the
model to capture both local and global features of
the image. The architecture also includes skip connec-
tions to facilitate gradient flow and help with feature
propagation.

• Training: The model is trained using a standard cross-
entropy loss function and stochastic gradient descent
optimizer. The learning rate is initially set to a small
value, and it is gradually increased to allow the model
to converge faster. Data augmentation techniques are
used during training to improve the model’s ability to
generalize to new data.

• Model evaluation: The trained model is evaluated on
a test set using standard evaluation metrics such as

accuracy, precision, and recall. The model’s perfor-
mance is compared to other state-of-the-art models
for image classification.

• Model optimization: The model can be further op-
timized by fine-tuning on the dataset or applying
transfer learning. Additionally, hyperparameter tuning
can be done to optimize the performance of the
model.

B. Algorithmic Steps

Algorithm 1: Detailed algorithmic proc()
[1] Input:
Preprocessed image data of size (N, C, H, W) where

N is the batch size, C is the number of channels, H is
the height, and W is the width of the input images.

Model architecture:
Input stem: Apply a convolutional layer followed by

batch normalization and ReLU activation to the input
data to generate feature maps.

Stage 1 to 4: Apply a sequence of Swin Transformer
blocks at different spatial resolutions to generate a
feature pyramid. Each Swin Transformer block
consists of a combination of 2D convolutions,
window partitioning, and shifted self-attention to
extract local and global features from the input
image.

Head: Apply a global average pooling layer to
generate a feature vector of size (N, C), where C is
the number of channels in the output feature map.
Apply a fully connected layer with softmax activation
to generate the final classification output.

Training:
Initialize the model weights randomly. Compute the

loss using cross-entropy and backpropagate the
gradients to update the model weights employing an
optimization algorithm, like stochastic gradient
descent (SGD), with a suitable learning rate.

To prevent overfitting, implement regularization
techniques such as weight decay, dropout, and early
stopping. Assess the model’s performance on the
validation set and fine-tune hyperparameters like
learning rate, batch size, and number of epochs to
achieve optimal results.

Continue the training process iteratively until the
model converges to a stable solution. Evaluation:

Assess the model’s performance on the testing set
using appropriate evaluation metrics like accuracy,
precision, recall, and F1-score.

Examine the outcomes through visualization
techniques such as confusion matrices, ROC curves,
and precision-recall curves. These visualizations will
offer valuable insights into the model’s performance
and aid in identifying potential areas for
enhancement.
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C. Description of the transformer-based intelligent DNN
model architecture
The description of the transformer based intelligent

deep NN model architecture is presented in this section.
The architecture is depicted as figure 2. It consists of a
hierarchical architecture with multiple stages, each contain-
ing a group of Swin Transformer blocks. Each block is
composed of two sub-blocks: a window partitioning module
and a shifted self-attention module. The window partition-
ing module divides the input image into non-overlapping
windows, which are then processed in parallel by the shifted
self-attention module. The Swin Transformer model also
employs a technique called feature pyramid, which involves
downsampling the feature maps at each stage to extract
multi-scale features. This allows the model to capture both
local and global information from the input image.
Step 1: Input image is divided into non-overlapping win-
dows.
Step 2: Each window is processed by a shifted self-attention
module in a Swin Transformer block.
Step 3: The output feature maps from each block are
downsampled to extract multi-scale features.
Step 4: The downscaled feature maps are passed to the next
stage of Swin Transformer blocks.

Figure 2. The computational architecture

Steps 5: The final feature map is fed into a fully
connected layer for classification.
The main idea here is to divide the input image into
non-overlapping windows and process them using the self-
attention mechanism. However, instead of processing each
window separately, the model groups adjacent windows into
larger blocks and processes them together using shifted
self-attention. The proposed model has a hierarchical ar-
chitecture, consisting of several stages, each containing
multiple Swin Transformer blocks. The output feature maps
from each block are then downsampled to extract multi-
scale features, which are passed to the next stage of Swin
Transformer blocks. The downsampling process involves
using a 2D convolutional layer with a stride of 2, which
reduces the spatial resolution of the feature maps by half.
The downsampling is repeated at each stage to create a
feature pyramid, allowing the model to capture both local
and global information from the input image.
The final feature map is fed into a fully connected layer for
classification. The model also includes several other opti-
mization techniques, including layer normalization, dropout,
and a hybrid token and position embedding scheme, which
combines both learnable and fixed embeddings.

1) Step 1: Input image is divided into non-overlapping
windows.

2) Step 2: Each window is processed by a shifted self-
attention module in a Swin Transformer block.

3) Step 3: The output feature maps from each block
are downsampled to extract multi-scale features.

4) Step 4: The downscaled feature maps are passed to
the next stage of Swin Transformer blocks.

5) Step 5: The final feature map is fed into a fully
connected layer for classification.

Assume, the input image has dimensions W ×H, where
W is the width and H is the height. We divide the image
into non-overlapping windows of size S × S .

NW =
W
S
, NH =

H
S

(3)

Nwin = NW × NH (4)

Attention(Q,K,V) = softmax
(

QKT

√
d

)
V (5)

Wout =
Win

2
, Hout =

Hin

2
, Cout = C (6)

D. Data preprocessing and feature extraction
In the proposed model, data preprocessing and feature

extraction are crucial steps that can significantly impact the
performance of the model. Here is an overview of these
steps:

• Data preprocessing: The first step in using the model
is to preprocess the input data. This process entails
converting the raw image data into a suitable format
compatible with the model’s requirements. Common
preprocessing steps involve resizing the images to
a consistent size, normalizing the pixel values, and
converting the images into a tensor format, enabling
the model to process them effectively. Additionally,
data augmentation techniques, such as random crop-
ping, flipping, and rotation, may be implemented
to augment the training data’s variability, thereby
enhancing the model’s ability to generalize well.

• Feature extraction: The framework exploits a hier-
archical feature extraction process to capture multi-
scale information from the input images. Each stage
of the model extracts features at a different spatial
resolution, which are then combined to form a feature
pyramid. At each stage, the model uses a combination
of 2D convolutions, window partitioning, and shifted
self-attention to extract local and global features
from the input image. The resulting feature maps are
downsampled using a 2D convolutional layer with a
stride of 2 to reduce the spatial resolution by half.
This downsampling process is repeated at each stage
to form the feature pyramid.
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E. Training and evaluation of the model
Training and evaluation are essential steps in the devel-

opment and deployment of the model.

• Training: The first step in training the Swin
Transformer model is to split the data into training,
validation, and testing sets. The model is then trained
on the training set using an optimization algorithm
such as stochastic gradient descent (SGD) with a
suitable learning rate and a loss function such as
cross-entropy. During training, the model learns to
minimize the loss on the training set by adjusting its
weights and biases.

Note: To prevent overfitting, several regularization
techniques such as weight decay, dropout, and early
stopping may be employed. Moreover, the training
process can be further optimized using techniques
such as mixed precision training and gradient
accumulation to improve the efficiency and stability
of the training process.

• Evaluation: After training, the model undergoes eval-
uation on both the validation and testing sets. The
validation set is utilized to fine-tune the model’s hy-
perparameters, including learning rate, batch size, and
the number of epochs. On the other hand, the testing
set is employed to assess the model’s performance on
unseen data.
To evaluate the model’s performance, various metrics
such as accuracy, precision, recall, and F1-score are
used. Reporting the model’s performance on both the
validation and testing sets is crucial to ensure that it
does not overfit to the training data.
Furthermore, the model is subjected to further anal-
ysis using techniques such as the confusion matrix,
ROC curve, and precision-recall curve. These analyti-
cal methods provide valuable insights into the model’s
performance and help identify areas that may benefit
from improvement.

5. EXPERIMENTAL EVALUATION
This section dives into the specifics of our experimen-

tation procedures and the subsequent results obtained. The
foundation of our experiments relied on a suite of computa-
tional libraries that facilitated various aspects of the process.
PyTorch, a leading deep learning framework, was harnessed
for the design, training, and evaluation of neural network
models. Numpy, a staple in numerical computing, aided in
array computations and mathematical functions. For data
visualization, Matplotlib was employed, rendering intricate
data patterns into intuitive plots and graphs. The nn module,
an integral component of PyTorch, was instrumental in
establishing neural network architectures, including lay-
ers, loss functions, and optimizers. Handling tasks related
to computer vision were the cv and cv2 libraries, both
components of OpenCV, assisting in image preprocessing

and transformations. The timm library, an abbreviation
for PyTorch Image Models, provided a plethora of pre-
trained models, enabling potential applications of transfer
learning. Lastly, einops came into play for tensor operations,
ensuring data was consistently reshaped and restructured
appropriately for model processing. These libraries, after
thorough installation into our computational environment,
ensured a streamlined and efficient experimentation phase.

A. Dataset details
The dataset [23] contains images that were obtained by

searching the internet. To prevent image duplication across
the train, test, and validation sets, duplicate images were
eliminated. Subsequently, all images were resized to (224×
224 × 3) and saved in JPG format. The image files were
labeled according to their respective class and the dataset
in which they belong (train, test, or validation).

B. Evaluation metrics
The choice of evaluation metrics is crucial in assessing

the performance of a model or framework in solving specific
tasks. In the context of this work, the selected evaluation
metrics - Pixel accuracy, Class accuracy, Class mean ac-
curacy, and IOU (intersection over union) - serve specific
purposes in evaluating the model’s effectiveness.

1) Pixel Accuracy: Pixel accuracy is a fundamental
metric used to measure the overall accuracy of pixel-
wise predictions in semantic segmentation tasks. It
calculates the proportion of correctly predicted pixels
to the total number of pixels in the dataset. Pixel
accuracy provides a simple and intuitive way to
evaluate how well the model can accurately classify
individual pixels, giving us a high-level overview of
its segmentation performance. It is the ratio of the
number of correctly marked pixels against the total
number of pixels.

2) Class Accuracy: Class accuracy measures the accu-
racy of each individual class (or category) in the
semantic segmentation task. This metric provides in-
sights into how well the model performs for different
classes. Some classes might be more challenging to
distinguish than others, so assessing their accuracy
separately helps identify potential weaknesses in the
model’s ability to handle specific classes.

3) Class Mean Accuracy: Class mean accuracy is the
average accuracy across all classes. It provides a
more balanced evaluation of the model’s perfor-
mance, considering the different class sizes and
complexities. Class mean accuracy helps us under-
stand the model’s overall ability to perform semantic
segmentation across all categories and provides a
more comprehensive picture of its effectiveness.

accuracy(mean )
class =

1
|C|

|C|∑
c=1

accuracyclass (c) (7)

In eq 7, c is the set of classes, while accuracyclass (c)
represents the accuracy of class c.
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4) IOU (Intersection over Union) or Jaccard Index: IOU
is commonly used in semantic segmentation tasks
to assess the spatial overlap between the predicted
segmentation and the ground truth. It calculates the
ratio of the intersection area between the predicted
and ground truth masks to the union area of both
masks. IOU measures the model’s ability to accu-
rately capture the boundaries and spatial extent of
segmented objects. It is particularly valuable when
dealing with imbalanced classes, as it focuses on the
intersection rather than just raw pixel counts.

IOUc =
T P

T P + FP + FN
(8)

In eq 8, T P represents the number of correctly
labeled pixels, FP the number of pixels that are
wrongly labeled with the observed class, and FN the
number of pixels that are labeled with another class
even though they actually represent the observed
class. IOU is defined for a particular class c. The
mean IOU is obtained as the arithmetic mean of the
IOU of individual classes.
Pixel accuracy u is not a sufficiently expressive
measure in most cases, since poorly represented
classes appear in semantic segmentation problems,
and it may happen that the model begins to ignore
the specified classes, which is not reflected in u pixel
accuracy. In order to be able to monitor the behavior
of the model even on poorly represented classes,
the accuracy of the class is defined, i.e. the mean
accuracy of the class and IOU.

C. Results and analysis
The proposed framework is simulated on the mentioned

input dataset. Resultantly, the output results and statistical
parameters are evaluated. Figure 3 depicts the input dataset
training instances, figure 4 depicts pixels representation as
features, figure 5 represents the model evaluation: predic-
tions on test data instances, figure 6 shows the feature
visualization after model fine-tuning.

Figure 3. Input dataset training instances

The proposed transformer-based deep neural network
(DNN) model has demonstrated its robustness in experi-

Figure 4. Pixels representation as features

Figure 5. Model evaluation: Predictions on test data

ments, achieving a high accuracy of 99.2%. Total number
of Epochs were executed = 10. This suggests that the model
is highly effective at recognizing patterns in multimedia data
(here, images), which is a critical task in many real-world
applications such as object detection. The high accuracy
achieved by the proposed model can be attributed to the
powerful features learned by the transformer-based archi-
tecture, which allows for effective processing of image data
at different levels of abstraction. These results highlight
the potential of transformer-based models for improving
image classification tasks and provide a strong foundation
for further research in this area. Overall, the robustness of
the proposed transformer-based DNN model in achieving
high accuracy in image classification experiments demon-
strates its potential to contribute significantly to the field of
statistical machine learning and soft computing.

D. Comparison with other methods
We have conducted a comprehensive comparison of

our proposed approach with previous works that have
addressed similar tasks using comparable input datasets,
ensuring homogeneity in the evaluation process. The
comparison results are presented in Table 1. Podgorelec
et al. [24] employed a Convolutional Neural Network
(CNN)-based architecture to tackle the same task. Their
model achieved an accuracy of approximately 85.1% on
this task. This work served as one of the benchmark
approaches for our evaluation. Luo et al. [25] adopted a
combination of the VGG and EfficientNet architectures for
the task at hand. Their approach demonstrated improved
performance, achieving an accuracy of approximately 93%.
This work presented a competitive benchmark for our
proposed method.
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Figure 6. Feature visualization after fine-tuning

Our proposed approach is based on a Transformer-based
deep neural network, which leverages the power of attention
mechanisms to process sequential data effectively. Our
method achieved a remarkable accuracy of 99.2% on the
task. The outstanding performance of our proposed method
underscores the efficacy of the Transformer architecture in
handling the complexities of the input dataset. Through our
rigorous evaluation, we conclusively demonstrate that our
proposed method outperforms both previous approaches in
terms of accuracy. The substantial improvement over the
baseline methods showcases the potential of Transformer-
based architectures for mining valuable insights from mul-
timedia data. The achieved accuracy of 99.2% sets a new
state-of-the-art benchmark for this task. It is important to
note that accuracy is a critical metric in this context, as
it directly measures the correctness of predictions. The
significantly higher accuracy attained by our method in-
dicates its superior ability to precisely classify and analyze
multimedia data. This opens up new possibilities for various
real-world applications, where accurate and reliable analysis
of multimedia information is of paramount importance.

TABLE I. Comparative Analysis (Benchmarking)

Method Core archi-
tecture used

Model Accu-
racy

Podgorelec et al. [?] CNN ≈ 85.1%
Luo et al. [?] VGG+EfficientNet≈ 93%

Our Proposed Transformer
based DNN 99.2 %

Figure 7. Performance Representation

6. CONCLUSION AND FUTURE WORK
The proposed framework for multimedia data mining,

leveraging the Transformer-based intelligent DNN model

architecture, represents a significant advancement in en-
hancing the accuracy and efficiency of multimedia data
analysis. By synergistically integrating the Transformer
architecture with deep neural networks, this framework
excels in extracting and representing informative features,
while its intelligent learning approach enables adaptation
to complex and dynamically changing data patterns. Such a
combination holds the potential to revolutionize multimedia
data mining across diverse domains, including image and
video analysis, by substantially elevating the performance
of data mining tasks.
As we look towards the future, a promising avenue for
research lies in exploring the scalability and robustness
of this framework, particularly in handling increasingly
larger-scale multimedia datasets. Investigating methods to
efficiently parallelize and distribute computations over dis-
tributed systems would be crucial to unlock its full potential
in tackling big multimedia data. Furthermore, emphasis
should be placed on devising techniques that effectively
mitigate potential bottlenecks and memory constraints that
arise in dealing with extensive multimedia data. Moreover,
extending the framework to embrace multimodal data fu-
sion could be a stimulating direction. By simultaneously
incorporating information from various modalities, such as
text, audio, and visual data, the model could achieve a
more comprehensive understanding of multimedia content,
leading to more accurate and comprehensive data mining
results. Additionally, continual improvements to the model’s
architecture and learning mechanisms should be pursued.
Exploring advanced attention mechanisms, transformer vari-
ants, and novel self-supervised learning techniques could
further boost its performance and adaptability, pushing the
boundaries of multimedia data mining even further.
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