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Abstract: The Consumer Price Index (CPI) is an indicator of inflation and is tracked by many government and economic agencies to
make decisions of major importance. Its prediction is a valuable input into government policies such as taxation, and it greatly impacts
the cost of borrowing money. The CPI has been traditionally predicted with statistical methods such as the Autoregressive Integrated
Moving Average (ARIMA) model. In this paper, we forecast the Saudi Arabian Consumer Price Index with six machine learning (ML)
methods, using the Orange 3 data mining and analytics tool, and based on the published historical January 2013 to November 2020 CPI
data. We compare the performances of Decision Tree (Tree), k-Nearest Neighbors (kNN), Linear Regression (LR), Neural Networks
(NN), Random Forest (RF), and Support Vector Machine (SVM), all applied to the 2013-2020 Saudi Arabian CPI dataset. Multiple
experiments were conducted to vary the training and testing sets, optimize the machine learning parameters, and improve the MSE and
R2 metrics. The predicted CPI values of these ML methods were also compared to the 2021-2024 International Monetary Fund (IMF)
CPI forecast and the actual 2021-2024 CPIs (post mortem). The results indicate that the multilayer perceptron neural network model
outperforms the other ML models, is nearest to the actual CPI, and may be used to forecast the CPI for up to 3 years from the latest
CPI data in the training dataset. The kNN model follows the neural network model in second place. The best fitting Excel trend line
underperformed all ML methods in forecasting the Saudi Arabian CPI.
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1. Introduction
The Consumer Price Index (CPI) reflects the weighted

average of consumer goods and services, is a good indicator
of inflation, and helps in weighing the purchasing power of
a certain country in terms of its currency, and its cost of
living. Countries like the USA and Saudi Arabia monthly
publish the CPI. The movement of the CPI affects how
the government adjusts spending and interest rates and is a
pillar of a government’s macroeconomic and fiscal policies.
This in turn affects matters such as taxation and the cost of
borrowing. Indeed, taxes are added in the CPI, affecting
future taxation levels. The CPI thus affects the cost of
living and how the economy may be macro-controlled. For
instance, when the CPI decreases, the government may issue
lower social security checks. When the CPI increases, the
government may raise interest rates, thereby lowering the
volume of borrowing, and reducing spending in favor of
saving. From consumers and investors perspectives, accu-
rately forecasting the CPI helps in making decisions related
to spending and investment. A job seeker receiving two

similar offers from firms located in two different regions,
may choose the region associated with the lower CPI.

In this work, we investigate the accuracy of six machine
learning (ML) methods in forecasting the consumer price
index (CPI) of Saudi Arabia based on published historical
CPI data. We employ Orange 3 [1], an open source tool
for data mining and visualization with a set of machine
learning and data mining functions to train and test these
six ML methods on the 2013-2020 Saudi Arabian CPI
dataset. Forecasting is a difficult task involving extensive
trend analysis, and guessing the predicted values of several
variables. Economic data has been traditionally forecasted
with statistical and time series techniques [2]. ML models
operate differently from these statistical techniques. When
trained with historical data, ML methods analyze the data
for identifying patterns and relations that are not obvi-
ous to detect. For instance, neural network models with
each data vector in the training set strengthen or weaken
synaptic weights interconnecting neurons in the various
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layers. Moreover, ML models can handle larger dataset from
multiple sources than traditional statistical methods used
in forecasting business and economic data. Importantly,
with their nonlinear models, when data changes abruptly,
ML models can capture these abrupt changes better than
traditional statistical methods. For all of the above reasons,
ML methods tend to perform well in time series predictions
and forecasting.

Predicting the CPI has a great impact on economic plan-
ning, investment distributions, and the people wellbeing.
Complementing the success of ML methods in classification
[3-5], and given their success in predicting time series,
the main contribution of this work is its application and
investigation of the accuracy of six ML techniques namely,
Random Forest (RF), Support Vector Machine (SVM), k-
Nearest Neighbors (kNN), Neural Networks (NN), Decision
Tree, and Linear Regression (LR), in forecasting the Saudi
Arabian CPI based on the historical 7-year CPI dataset in
the time period between November 2013 and November
2020. To the best of our knowledge, this is the first research
work to develop and analyze ML models in forecasting the
Saudi Arabian CPI.

This paper is organized as follows: Section 2 reviews
related work. The adopted methodology is explained in
Section 3. The experimental results are presented in Section
3, then analyzed in Section 4. The paper concludes in
Section 5.

2. Prior RelatedWork
In [2], several forecasting methods were described in-

cluding qualitative techniques such as market research and
consensus, quantitative techniques such as moving average,
Box-Jenkins, and trend projections based on time series, and
causal methods such as regression models and economic
input-output models. Forecasting based on time series helps
in predicting the future based on historical values. Several
versions of time series forecasting exist including linear vs.
non-linear, parametric vs. non-parametric, and univariate vs.
multivariate methods. Good forecasting methods consider
the overall trend of the data, as well as variations from
seasonal cycles, and other variations due to noise or one-
time events.

Meyer and Pasaogullari [6] analyzed various forecasting
models for inflation, and concluded that none does partic-
ularly better than the others, although some may outshine
others during fixed periods of time. Qin et al [7] combined a
genetic algorithm with SVM to predict the CPI. The genetic
algorithm was employed to optimize the SVM parameters
such as the initial width of the RBF function, the penalty
factor, and the kernel function, and then SVM was used
to forecast the CPI, resulting in yearly CPI errors between
1.4-26.4

Autoregressive Integrated Moving Average (ARIMA)
[8], and Autoregressive Moving Average (ARMA) models
are two popular methods for forecasting time series. While

sharing some similarities, ARMA is a stationary model,
while ARIMA is an integrated model which requires tak-
ing the differences between observations before ARIMA
reaches stationarity. Stationarity refers to the statistical
properties of a process generating a time series not changing
over time. In [9] and [10], the Albanian CPI was forecasted
based on multiple, regression models, Seasonal Autoregres-
sive Integrated Moving Average (SARIMA), and ETS, with
the SARIMA model shown to be more than accurate than
the ETS model. The SARIMA time series model was also
shown to be a better CPI predictor than multiple regression
models. Zhang et al [11] analyzed a Chinese CPI forecast
model for the years 1995–2008, and concluded that the
ARMA model had a good forecast accuracy. Other authors
also proposed time series model for CPI. Ngailo [12] fitted
the predicted data to the data provided by the Tanzania
Ministry of Health and Social Welfare.

A few researchers concluded that ARIMA was the best
method for forecasting the CPI. Junior [13] compared the
ARIMA model to predict the time series of the Bovespa
Index with other models, with the former model scoring a
mean absolute error percentage of 0.052%, lower and better
than the other models. In [14], the ARIMA(1, 1, 0) model
was used to predict the CPI of the Bandar Lampung City
with only 6-month forecasted data and was shown to be
very near to the actual data (under 1% error). No data was
provided for the next 5 years. Mohamed [15] concluded
that ARIMA (0, 1, 3) was the most suitable model for
predicting CPI in Somalia based on time series data for the
years 2013-2020. Subhani and Panjwani [16] used ARIMA
to conclude that CPI had a significant association with
government bonds. Adam et al [17] studied forecasted the
CPI in Nigeria and found the ARIMA(1, 2, 1) model to
work best (R2=0.767) when considering the data for the
years 1980-2010. In [18], the gray prediction model was
used to predict the CPI in 3 months in 2020. In [19], the CPI
of Mauritius was predicted with an ARIMA (0, 2, 3) model
yielding an RMSE of 1.43. In [20], the Ecuadorian CPI was
forecasted with Support Vector Regression, particle filter,
SARIMA, Fast Fourier Transform, Theta Method, with the
last method scoring a mean absolute error of 0.3453.

More recently, researchers who used machine learning
methods include Huong et [21] who forecasted the CPIs of
AU, Spain and OECD countries (550 data values) with an
ensemble learning model and the NSGA-II multi-objective
evolutionary algorithm, and only reported MSE numbers to
evaluate the goodness of their forecast. Zahara et al [22]
used the long short-term memory (LTSM) deep learning
technique to predict Indonesian CPI. For optimization,
they used stochastic gradient descent (SGD), and a few
other methods and concluded that the Adaptive moment
(Adam) optimization algorithm resulted in the best RMSE.
Harris [23] forecasted the Canadian CPI to predict food
prices and compared multi-layer perceptron (MLP), M5P
tree, sequential minimal optimization (SMO), and linear
regression, with the former resulting in the best mean
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absolute percentage error (MAPE). Yang and Guo [24]
used deep learning based on a recurrent neural network to
predict the CPI, and consequently inflation, and achieved a
mean square error (MSE) of 0.359. In [25], SARIMA was
compared to deep neural network with 20 hidden layers,
with the latter one achieving a lower MSE of 1.75.

In summary, the above references have employed var-
ious methods to forecast the CPI of several countries.
However, their obtained prediction errors can be further
reduced by exploring a variety of machine learning methods
to forecast the CPI, as targeted by our work. Unlike the
above references, we investigate the application of 6 ma-
chine learning methods, including a deep neural network
with 4 hidden layers, to forecast the Saudi Arabian CPI,
optimize the ML method parameters to minimize the errors,
and identify the ML methods which perform best. Several
regression measures can be used to evaluate how good
the prediction is, such as the following metrics which we
calculate in our work.

MAE = Mean Absolute Error =
n∑

i=1

|Yi − Ŷi|

n
(1)

MS E = Mean S quare Error =
n∑

i=1

(Yi − Ŷi)2

n
(2)

RMS E = Root Mean S quare Error = MS E1/2 (3)

R2 = Coe f f . o f Determination = 1 −
∑n

i=1(Yi − Ŷi)2∑n
i=1(Yi − Ȳi)2

(4)

where Ŷi is the predicted value of Yi, and Ȳ is the mean
of the Yi’s. R2, coefficient of determination, is between 0
and 1, and indicates an excellent fit when 1, and a bad fit
when 0. A negative R2 value means that the prediction is
less accurate that the mean value of the dataset over time.

3. Experimental Results
A. Research Methodology

The methodology adopted in this work follows.

a. The dataset consisting of Saudi Arabian CPI numbers
between January 2013 and November 2020 is prepared.
Initially, the month and year are separate features.

b. The Microsoft Excel application is used to graph the
CPI data trend between 2013-2020 and through curve fit-
ting, generate the trendline which predicts the CPI between
2021-2024.

c. The Orange 3 application and CPI dataset are used

to train and test the 6 ML methods.

d. The performances of the 6 ML methods are evaluated
by analyzing the MSE and R2 numbers.

e. Step d is repeated multiple times by varying the ML
method parameters and stopping when the MSE and R2

numbers cannot be further improved. The ML methods with
best MSE and R2 numbers are identified.

f. Steps a-e are repeated after combining the month and
year into one feature.

g. For the single datum case of step f, the training and
testing of the 6 ML methods are repeated with various
distributions of data rows for training and testing, including
random sampling.

h. The Orange 3 tool is used to predict the CPI between
years 2021-2024 for each of the 6 ML methods. Note that
this is data not present in the dataset used for training and
testing.

i. The 2021-2024 CPI predictions by the 6 ML methods
are compared to the 2021-2024 IMF predictions, and (post
mortem) to the actual published 2021-2023 Saudi Arabian
CPIs. The best performing ML methods are identified.

B. Dataset
The Saudi CPI numbers from Jan. 2013 to Nov. 2020

are published in [26] and serve as the dataset for training
and testing our ML methods. As the Saudi CPI numbers, are
around 100, the first step is to normalize them to be around
10, by dividing the raw CPI numbers by 10. The normalized
CPI numbers are plotted in Fig. 1. The trendline generated
by Microsoft Excel is

CPINorm.= 2 10−7 x4 - 3 10−5 x3 + 0.0013 x2

− 0.0072 x + 9.318 (5)

with R2=0.8361, and x =1 representing the first month
date 1/2013, x =2 representing the second month date
2/2013, etc. The Microsoft Excel application was also used
to curve-fit the data and forecast the CPI for the next 24
months as shown in Fig. 2, based on Equation (5). The 24-
month forecast appears to be grossly exaggerated based on
the 4th degree polynomial of Equation (5).

The International Monetary Fund (IMF) [27] forecasted
the Saudi CPI for 4 years following 2020 as shown in
Table I [28]. These numbers appear to be more believable
and reasonable than those forecasted by Equation (5). This
striking difference justifies the investigation of data mining
and machine learning methods to better forecast the CPI.
Another objective of this work is therefore to identify that
the Machine Learning methods whose forecasts of the CPI
are more accurate and reliable than the Excel trendline of
Equation (5).
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Figure 1. Historical Saudi CPI [17] (Normalized)

TABLE I. International Monetary Fund Forecast

Year Saudi CPI Growth (IMF Forecast) Normalized CPI (IMF Forecast; 1/2020 CPI=0.9837)

2020 2.240% 10.058
2021 2.148% 10.274
2022 2.107% 10.491
2023 2.054% 10.706
2024 2.055% 10.926

C. Two-Input Data
The 84 rows of the normalized Saudi CPI from 1/2013

to 11/2020 corresponding each to the normalized CPI in
the corresponding month were uploaded onto Orange [1]
data mining and machine learning tool. At first, the inputs
to the ML models consisted of 2 input data, month and
year, and the target was the normalized CPI Index. Thus,
the dataset was organized into 3 columns: month, year,
and the corresponding CPI, as follows.

Month Year CPI

1 2013 ...
... ... ...
11 2020 ...

Initially, the training set was composed of all 84 rows
for the years 2013-2018. The testing set was composed of
11 rows for the data between Jan. 2019 and Nov. 2019.
With this dataset, Orange was configured to train and
test the following methods: Random Forest (RF), Support
Vector Machine (SVM), k-Nearest Neighbors (kNN), Neu-
ral Networks (NN), Decision Tree, and Linear Regression
(LR). These methods were set up with the default Orange
parameter configurations of Orange, and the training was
performed with these parameters. Orange allows a number
of machine learning tools in its rich library to be graphically
selected to be trained and tested on the chosen dataset.
Upon execution run completion, Orange displays the results
similar to Table II below. Table II shows the MSE, RMSE,
MAE and R2 (refer to Equations 1-4) obtained by testing
the ML methods with the training data set (84 rows).
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Figure 2. 2013-2020 Saudi CPI (Normalized) with 24 months in 2021-2022 forecasted by Microsoft Excel

TABLE II. Metrics For Testing with 84-row Training Dataset - Two-Input Data

ML Method MSE RMSE MAE R2

Random Forest 0.000 0.021 0.015 0.990
SVM 0.025 0.159 0.126 0.438
kNN 0.010 0.101 0.089 0.771

Neural Networks 0.022 0.148 0.112 0.511
Decision Tree 0.000 0.011 0.008 0.998

Linear Regression 0.013 0.116 0.094 0.699

Table III shows the MSE, RMSE, MAE and R2 obtained
by testing the ML methods with the testing data set (11
rows). As expected, compared to testing with the training
dataset, the performance metrics decline when testing the
ML methods with the testing dataset, which contains data
which was not used during training. The small or even
negative values of R2 indicate a poor fit. SVM and LR
outperform the rest with the smallest MSE and the largest
R2.

Fine tuning the ML method parameters to improve
the results involved varying the ML parameters to obtain
the best possible performance metrics. After this lengthy
exercise was completed, the obtained optimal parameters
are displayed in Table IV. Table V shows the optimal MSE,

RMSE, MAE and R2 metrics obtained by testing with the
11-row testing dataset. Compared to Table III, Table V
shows smaller MSEs for RF, kNN, NN, and Decision Tree,
and slightly higher R2 numbers indicating a minor improved
fit over the initial experiment.

D. One-Input Data - 11-Row Testing Set
In the next experiment, the month and year values

were combined into one number. Precisely, the first point
January 2013 became 1, February 2013 became datum
2, etc. The single output target remained the normalized
Saudi CPI. Thus, the dataset was organized into 2 columns:
the number representing the combined month and year, and
the corresponding CPI. Thus, the dataset was organized
into 2 columns: a number (representing the row number,
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TABLE III. Metrics For Testing with 11-row Testing Dataset - Two-Input Data

ML Method MSE RMSE MAE R2

Random Forest 0.163 0.404 0.322 -1.160
SVM 0.071 0.267 0.235 0.057
kNN 0.123 0.350 0.249 -0.623

Neural Networks 0.121 0.348 0.296 -0.608
Decision Tree 0.159 0.398 0.319 -1.102

Linear Regression 0.075 0.274 0.261 0.009

TABLE IV. Optimal ML Parameters - Two-Input Data

ML Method Parameter Settings

Random Forest # trees=4; Limit depth of individual trees=2; Do not split subsets smaller than 3.

SVM SVM Cost =1, Regression epsilon=0.1;
SVM Kernel: Polynomial, kernel: (gxy + c)d, g =auto, c=0, d=3;
SVM Numerical tolerance=0.001; Iteration limit=100.

kNN # neighbors=8; metric =Chebyshev; Weight=Uniform

Neural Networks Neurons in hidden layers= 60, 50, 30, 15; Activation=ReLU;
Neural Networks Solver=Adam; Regularization=0.0001; Max. # iterations=444.

Decision Tree Induce binary tree=checked; Min # instance in leaves=13; Do not split subsets smaller than 4;
Decision Tree Limit the maximal tree depth=100; Stop when majority reaches 95%.

Linear Regression Fit intercept; Elastic Net regularization L1 0.51:0.49 L2

TABLE V. Optimal Metrics For Testing with 11-row Testing Dataset - Two-Input Data

ML Method MSE RMSE MAE R2

Random Forest 0.145 0.381 0.268 -0.918
SVM 0.071 0.267 0.235 0.057
kNN 0.119 0.346 0.254 -0.582

Neural Networks 0.071 0.266 0.209 0.060
Decision Tree 0.120 0.346 0.254 -0.584

Linear Regression 0.075 0.274 0.261 0.008

with the first row corresponding to Jan 2013, and the last
row corresponding to Nov. 2020), and the corresponding
CPI, as follows.

Number CPI

1 ...
... ...
84 ...

The training dataset was again composed of 84 rows
(rows 1-84 of the dataset) corresponding to all the data in
years 2013-2018, while the testing dataset was composed of
11 rows (rows 85-95) corresponding to the months between
January 2019 and November 2020. The ML parameters
were again varied multiple times to achieve better perfor-

mance. The best parameters are depicted in Table VI.

With the parameters of Table VI, testing the methods
with the testing data set resulted in further improvements
in the performance, as captured in Table VII. The R2 and
MSE values also improved in comparison to the two-input
data results of Table V.

E. One-Input Data - 25-Row Testing Set
Remaining with the one input data of Subsection E,

when the training dataset was reduced to 70 rows (rows
1-70), and the testing dataset increased to 25 rows (rows 71-
95), and with the parameters of Table VI, the performance
metrics worsened, in comparison to Table VII, as the
MSE increased while R2 dropped. Fine tuning the ML
method parameters to further improve the results yielded the
optimal parameter values of Table VIII. The corresponding
performance metrics of Table IX, obtained by testing the
methods on the 25-row testing dataset, were the best results
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TABLE VI. ML Parameters - One-Input Data

ML Method Parameter Settings

Random Forest # trees=1; Limit depth of individual trees=2; Do not split subsets smaller than 2.

SVM SVM Cost =3.5, Regression epsilon=0.1;
SVM Kernel: x .y; Numerical tolerance=0.0035; iteration limit=205

kNN # neighbors=24; metric =Manhattan; Weight=Uniform.

Neural Networks Neurons in hidden layers= 30, 50, 50, 15; Activation=ReLU;
Neural Networks Solver=Adam; Regularization=0.0001; Max. # iterations=430.

Decision Tree Induce binary tree=checked; Min # instance in leaves=3; Do not split subsets smaller than 5;
Decision tree Limit the maximal tree depth=100; Stop when majority reaches 100%.

Linear Regression Fit intercept; No regularization.

TABLE VII. Metrics For Testing with 11-row Testing Dataset - One-Input Data

ML Method MSE RMSE MAE R2

Random Forest 0.108 0.329 0.257 -0.433
SVM 0.065 0.255 0.250 0.140
kNN 0.120 0.346 0.254 -0.584

Neural Networks 0.046 0.214 0.209 0.392
Decision Tree 0.120 0.346 0.254 -0.584

Linear Regression 0.069 0.263 0.248 0.084

obtained so far, though not quite impressive.

F. One-Input Data - Random Sampling
With X% random sampling, the testing dataset is ig-

nored by Orange, and only the training dataset is used and
split into X% (=70%-80%) for training, as set below, and
the rest for testing. It should be noted that random sampling
improves the performance metrics, as expected, as it allows
the training and testing to incorporate data from the later-
dated data, thereby improving the results. With 70% random
sampling, about 70% of 70 data rows were selected in the
training dataset, and the remaining 30% of the 70 rows were
used for testing. The corresponding results are depicted in
Table X. At last, at this stage, the errors are acceptably
low while R2 is satisfactorily high. We observe that ML
methods, kNN and NN, provide the best fit, i.e. the highest
R2 with the smallest MSE.

Random sampling with 80% training set and 70 rows
selected in the dataset even pushed the R2 numbers higher
to indicate a better fit, and except for RL, slightly reduced
the MSE numbers, as shown in Table XI.

4. Forecast Analysis
When considering the results of Table X with 70%

random sampling, the NN, kNN, RF, and Decision Tree
performed relatively close to each other with mean square
errors in the range 0.001-0.003. NN and kNN, however,
provided a better fit (R2). In terms of MSE, SVM came
next. Only LR fell in the last category given that the actual
forecasts were not quite linear. Thus, in terms of fitting the

data in the original dataset, NN and kNN were the best
performers.

Next, we compare the forecasts projected by IMF (refer
to Table I) to the ones obtained by our six ML methods
trained with rows 1-70, and to the Excel trendline Equation
(5) projections for the 48 months in 2021-2024. Note that
these forecasts have no corresponding data in the dataset
for the 2021-2024 time period, and the forecasts are pure
predictions by the ML methods. Fig. 3 shows the forecasts
by the 6 ML methods, accompanied by the IMF forecast
and the actual CPIs (added post mortem) for the same time
period. Note that the trendline projected by Excel (Equation
5) overshoots all curved in Fig. 3 and is not visible in Fig.
3. As time moves away from the date of the last data vectors
contained in the training set, i.e. as we focus onto the
right side of the Fig. 3 graphs, all 6 ML models performed
better than the Excel fourth order polynomial trendline of
Equation 5, in terms of their proximity to the IMF forecast.

For the 2021-2024 forecast, the IMF forecast (3rd curve
from top), and the 6 ML method forecasts (normalized)
are plotted in Fig. 3. We note that the Excel trendline
forecast is largely exaggerated and is not shown in Fig.
3. The IMF-derived plot seems to be the likely target that
our ML method-based forecasts should aim at approaching.
Although the normalized IMF forecast data was not used
in training the 6 ML methods, we observe that the SVM
forecast curve followed the LR forecast curve are the nearest
to the IMF curve. After the actual (real) Saudi Arabian CPIs
for years 2021-2020 were available and published, these
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TABLE VIII. Optimal ML Parameters - One-Input Data

ML Method Parameter Settings

Random Forest # trees=1; Replicable training; Do not split subsets smaller than 5.

SVM SVM Cost =4.2, Regression epsilon=0.1; Kernel: x. y;
SVM Numerical tolerance=0.0028; iteration limit=100.

kNN # neighbors=1; metric = Euclidean; Weight=Uniform.

Neural Networks Neurons in hidden layers= 30, 50, 30, 10; Activation=ReLU;
Neural Networks Solver=L-BFGS-B; Regularization=0.0001; Max. # iterations=430.

Decision Tree Induce binary tree=checked; Do not split subsets smaller than 5;
Decision Tree Limit the maximal tree depth=91; Stop when majority reaches 100%.

Linear Regression Fit intercept; Regularization Strength: Alpha=2; Elastic Net Regulatization: L1 0.89:0.11 L2

TABLE IX. Improved Metrics For Testing with 25-row Testing Dataset - One-Input Data

ML Method MSE RMSE MAE R2

Random Forest 0.057 0.239 0.193 -0.002
SVM 0.049 0.221 0.210 0.139
kNN 0.057 0.239 0.184 -0.001

Neural Networks 0.028 0.169 0.143 0.501
Decision Tree 0.057 0.239 0.184 -0.001

Linear Regression 0.044 0.210 0.179 0.224

TABLE X. Metrics with 70% Random Sampling of 70 Rows

ML Method MSE RMSE MAE R2

Random Forest 0.002 0.045 0.034 0.959
SVM 0.008 0.090 0.068 0.839
kNN 0.001 0.024 0.018 0.989

Neural Networks 0.001 0.032 0.020 0.979
Decision Tree 0.003 0.052 0.039 0.945

Linear Regression 0.016 0.125 0.097 0.691

numbers were also plotted and displayed in Fig. 3 (2nd
curve from the top, post mortem). When comparing the
forecasts of the 6 ML methods to the actual CPI numbers
in years 2021-2023, it is clear that the NN forecast is nearest
to the actual CPI curve and is the best fit. This is certainly
true for years 2021 and 2022 (x values of 97-110 in Fig. 3).
Starting in 2023, SVM appears to be a second competitor
to NN, considering its proximity to the actual CPI curve.

5. Conclusion
The ML methods and research methodology employed

herein can be applied to forecast other countries’ CPIs. With
two distinct input data (month and year), the predictions of
all six investigated ML methods were not impressive.

With one input data (combining month and year into 1
integer), prediction metrics tremendously improved, the best
predictions were obtained with 80% random sampling of 70
data rows, with NN and kNN outperforming (R2 = 0.994)
the other four ML methods, and provided good predictions

after training with historical CPI data.

Comparison of the 2021-2024 forecasts reveals that,
although the IMF forecast data was not used in training the
ML methods, the predictions by the SVM model followed
by the LR model were nearest to the IMF forecast. More
importantly, when the forecasts of the 6 ML methods were
compared to the actual CPI numbers (post mortem) which
are absent from the dataset used for training and testing, the
NN method (with 4 hidden layers, and l-BFGS-B solver)
was the best performer and best fit to the actual CPI
numbers in years 2021-2023, while the Excel trendline 4th
order polynomial fitting curve was the furthest. The MSEs
obtained in this work are better than the ones reported in
[24]. However, one limitation of ML methods, such as the
ones employed in thus work, is that their predictions of the
CPI may be confined to a short window of a few years.

We conclude that the NN ML model may be employed
to forecast the CPI for up to two or three years from the
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TABLE XI. Metrics with 80% Random Sampling of 70 Rows

ML Method MSE RMSE MAE R2

Random Forest 0.001 0.032 0.025 0.983
SVM 0.005 0.070 0.053 0.919
kNN 0.000 0.020 0.015 0.994

Neural Networks 0.000 0.019 0.015 0.994
Decision Tree 0.002 0.043 0.031 0.970

Linear Regression 0.022 0.148 0.119 0.642

Figure 3. Comparative 2021-2024 Forecast Plots

last available economic data.

Future work should aim at further improving the accu-
racy and/or the time range of ML methods in forecasting
economic data, by considering the addition to the dataset of
feature data which has already been factored in generating
the CPI numbers, such as energy, labor, food, and health
costs, which will enrich the dataset and provide more
insights and learning reinforcements to the ML models,
thereby improving the accuracies of ML-generated CPI
forecasts. Thus, the training and testing datasets will not
just contain the CPI values of prior years but will also in-
clude the above suggested CPI component values. Another
potential future work involves the exploration of other deep
learning methods.
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