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Abstract: Traffic congestion remains a pressing challenge in urban areas, causing significant economic and environmental repercussions.
To address this issue, accurate detection and prediction of traffic congestion are imperative for effective traffic management and planning.
This research study investigates the efficacy of Support Vector Machines (SVM) and various other machine learning algorithms in
augmenting traffic congestion detection and prediction for Vehicular Ad hoc Networks (VANETSs). Leveraging historical congestion
patterns, we train and evaluate the performance of the algorithms. Our results demonstrate the potential of SVM, coupled with advanced
feature engineering techniques, to outperform other methods in accurately identifying and forecasting traffic congestion. The SVM
classifier achieved an impressive classification accuracy of 0.99, showcasing its effectiveness in handling diverse traffic scenarios.
Additionally, the K-Nearest Neighbors (KNN) and Ensemble Learning classifiers also yielded commendable accuracies of 0.99. Notably,
the Decision Tree (DT) classifier attained a perfect accuracy score of 1.00, indicating its robustness in handling congestion patterns.
The proposed approach not only achieves high detection accuracy but also exhibits remarkable robustness and scalability, enabling its
application across various traffic scenarios. These findings contribute significantly to the development of intelligent traffic management
systems, providing valuable insights into optimizing transportation networks. Ultimately, implementing our approach holds the potential

to alleviate congestion, enhance travel efficiency, and foster urban sustainability.
Keywords: Traffic congestion, (SVM), random forest, logistic regression, decision trees, VANETSs.

1. INTRODUCTION

Urban areas worldwide grapple with the persistent chal-
lenge of traffic congestion, a phenomenon that not only
exerts a considerable economic toll but also poses envi-
ronmental concerns. The detrimental impact of congestion
on efficiency, productivity, and air quality underscores the
urgency of effective traffic management and planning. In
this context, the present research delves into the realm of
Vehicular Ad hoc Networks (VANETS), aiming to enhance
the detection and prediction of traffic congestion through
the utilization of machine learning algorithms.

The phenomenon of urbanization has led to a sig-
nificant increase in traffic congestion, posing consider-
able challenges to urban transportation systems worldwide.
The growing prevalence of Vehicular Ad-Hoc Networks
(VANETs) on roadways has resulted in extended travel
times, fuel wastage, and adverse environmental conse-
quences. Traditional traffic management methods often rely
on manual observations or fixed control systems, which may
struggle to adapt to constantly changing traffic conditions.
As a result, there is an urgent need to devise effective
techniques for detecting and predicting traffic congestion
to alleviate its economic and environmental impact.

To address these concerns, the integration of machine
learning algorithms, such as SVM, DT, KNN and Ensemble
Learning, holds significant promise in creating intelligent
traffic management systems. SVM is well-regarded for
its ability to handle high-dimensional data and complex,
non-linear traffic patterns, making it a suitable choice for
analyzing urban traffic dynamics. Similarly, Decision Trees
offer interpretable and understandable decision-making pro-
cesses, while KNN provides a simple yet effective approach
to classification tasks. Ensemble Learning techniques like
Random Forest and Gradient Boosting combine the predic-
tions of multiple models to enhance accuracy and robust-
ness.

Leveraging these machine learning methods can lead
to the development of real-time, data-driven solutions for
accurate congestion detection and prediction. By conducting
thorough research in this domain, the potential of SVM,
DT, KNN, and Ensemble Learning for traffic congestion
detection and prediction can be explored, shedding light
on their effectiveness in addressing the complexities of
urban traffic. This research endeavor aims to significantly
contribute to the advancement of intelligent transportation
systems and to provide insights to policymakers for effective
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traffic management strategies.

Ultimately, the outcomes of this study have the potential
to optimize transportation networks, improve traffic flow,
reduce travel times, and enhance overall transportation
efficiency, benefiting both commuters and the environment.
This research effort seeks to gain a deeper understanding
of the application of SVM, Decision Trees, KNN, and
Ensemble Learning in traffic congestion detection and pre-
diction, thus advancing the field of intelligent transportation
systems and offering valuable insights for the development
of proactive, data-driven approaches to traffic management.

A. Research Objectives

This paper is centered on the advancement of traffic con-
gestion detection and prediction within Vehicular Ad Hoc
Networks (VANETS) through a comprehensive exploration
of machine learning algorithms. The challenges associated
with dynamic and unpredictable traffic conditions are aimed
to be addressed by leveraging the capabilities of machine
learning models. Specifically, the performance of various
algorithms in accurately detecting and predicting traffic
congestion in real-time VANET scenarios will be evaluated.
A thorough analysis of algorithmic approaches will be un-
dertaken, considering factors such as data collection, feature
engineering, and model training. Valuable insights that can
enhance the reliability and efficiency of traffic management
systems in VANETSs are sought to be contributed through
this research, ultimately leading to improved road safety
and traffic flow.

B. Scope

The primary aim of this research is to investigate the
utility of various machine learning algorithms, specifically
SVM, DT, KNN, and Ensemble Learning, in improving
the detection and prediction of traffic congestion in urban
areas. This research seeks to leverage SVM’s strengths in
handling high-dimensional data and non-linear relationships
to address existing limitations in traffic congestion analysis.

The research will commence with a comprehensive
literature review, providing insights into the current land-
scape of traffic congestion detection and prediction methods
while identifying areas for improvement and research gaps.
Particular emphasis will be placed on understanding the the-
oretical foundations and principles of SVM and evaluating
its potential applicability in the realm of traffic congestion
analysis. Data collection will be diverse, including traffic
flow data and historical congestion patterns. This dataset
will be instrumental in both training and evaluating the
performance of the SVM model, which will undergo further
refinement through parameter tuning and the exploration of
various kernel functions. Additionally, feature engineering
techniques will be deployed to extract relevant features from
the dataset, enhancing the model’s accuracy.

To assess SVM’s effectiveness in traffic congestion
detection and prediction, its performance will be compared
to that of other commonly employed machine learning

algorithms, such as DT, KNN, and Ensemble Learning.
This comparative analysis will offer valuable insights into
the relative strengths and weaknesses of each approach.
Furthermore, the research will scrutinize the impact of dif-
ferent feature selection techniques on SVM'’s performance.
Evaluating SVM’s real-time capabilities in traffic congestion
detection and prediction will constitute a pivotal facet of
the study, potentially involving the use of case studies or
simulations.

The scope of this research revolves around addressing
the challenges associated with urban traffic patterns through
the utilization of SVM, DT, KNN, and Ensemble Learning
for traffic congestion detection and prediction. By making
significant contributions to the field of intelligent trans-
portation systems, this study aims to optimize transportation
networks, alleviate congestion, and ultimately yield benefits
for both commuters and the environment.

The paper follows a structured format with an in-
troduction outlining research objectives and scope. The
literature review covers traffic congestion definition, causes,
and existing approaches, focusing on machine learning and
Support Vector Machines (SVM). The materials and meth-
ods section explains data sources, collection, preprocessing,
and the application of SVM, K-Nearest Neighbor, Decision
Tree, and Ensemble Learning. Results for traffic congestion
detection are presented for each algorithm, followed by
a discussion of the findings. The conclusion summarizes
research contributions, addresses limitations, and suggests
future directions. The organized structure ensures clarity
and coherence in presenting the research process and out-
comes.

2. Usk LiTERATURE REVIEW
A. Traffic Congestion: Definition and Causes

Traffic congestion refers to the condition in which the
demand for transportation exceeds the available capacity of
the road network, leading to slower speeds, longer travel
times, and increased delays for motorists. It is a prevalent
issue in urban areas, particularly during peak hours when
there is a high volume of VANETSs on the road.

Causes of Traffic Congestion:

High Volume of Vehicles: One of the primary factors
leading to traffic congestion is the substantial increase in
the number of vehicles on the road. As the population
continues to grow and more individuals own cars, the road
network becomes increasingly congested, resulting in traffic
gridlock.

Inadequate Infrastructure: A lack of sufficient road ca-
pacity and infrastructure can significantly contribute to traf-
fic congestion. When the road network fails to accommodate
the growing volume of vehicles, it leads to bottlenecks,
delays, and traffic jams.

Traffic Incidents and Accidents: Traffic incidents, such
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as accidents, vehicle breakdowns, and road closures, can
have a substantial impact on traffic flow and often lead to
congestion. These disruptions disrupt the normal flow of
vehicles and frequently necessitate lane closures or detours,
causing traffic delays and congestion.

Inefficient Traffic Management: Poorly executed traffic
management strategies can worsen congestion. Factors like
poorly timed traffic signals, inadequate signage, and im-
proper lane configurations can contribute to traffic bottle-
necks and hinder the smooth flow of vehicles.

Traffic Bottlenecks: Specific locations on the road net-
work, such as intersections, highway ramps, and merge
points, are prone to traffic bottlenecks. These bottlenecks
occur when the capacity of these areas is insufficient to
meet the demand of traffic, resulting in congestion.

Lack of Public Transportation Options: In cities where
public transportation systems are lacking or inefficient,
more individuals rely on private vehicles for their daily
commutes. This increases the number of vehicles on the
road, further contributing to traffic congestion.

Special Events and Peak Travel Times: Special events,
including concerts, sporting events, or festivals, can draw a
large number of people to a particular area, overwhelming
the road network and causing congestion. Additionally,
during peak travel times such as morning and evening rush
hours, congestion is often more severe due to increased
traffic demand.

B. Existing Approaches to Traffic Congestion Detection

and Prediction

Numerous studies have been conducted in the literature
to explore the application of machine learning algorithms
for the detection and prediction of traffic congestion. These
approaches leverage historical traffic data, sensor informa-
tion, and various relevant factors to develop accurate models
for congestion detection and prediction.

One study [1]. applied bi-directional long short-term
memory and stacked auto-encoder methods, along with
weather information, to predict traffic events from Twitter
messages. The results indicated a significant improvement
in model performance.

Another study [2]. focused on assessing traffic prediction
methods using a newly generated dataset that incorporated
factors such as road traffic data, weather data, driving
angles, and congestion levels. The study employed long
short-term memory, gated recurrent unit, and stacked auto-
encoder methods, demonstrating the accuracy of the new
dataset.

Similarly, a different research effort [3] employed ma-
chine learning techniques to monitor traffic congestion and
identify traffic patterns. This study successfully identified
specific time slots with congestion and monitored average
speeds.

In the realm of short-term traffic flow prediction, multi-
ple studies proposed various machine learning approaches.
For instance, one study [4] compared deep neural networks
(DNN), distributed random forest (DRF), gradient boosting
machines, and the generalized linear model. Their analysis
utilized attributes such as traffic flow, speed, occupancy,
and time to reduce prediction errors, with artificial neural
networks (ANNs) performing better than other methods [5].

Another study [6] investigated traffic congestion in
Internet-based cities using various techniques like decision
trees, random forest, support vector machine, multi-layer
perceptron, and logistic regression. Among these methods,
logistic regression demonstrated superior performance.

Furthermore, the incorporation of weather data in traffic
flow prediction has shown promising results. Research[7]
combined weather and traffic flow data using autorre-
gressive integrated moving average (ARIMA), ANN, and
dynamic Bayesian network (DBN) methods, significantly
improving traffic flow prediction.

In [8], Akhtar and Moridpour (2021) proposed a mixed-
effects state space model that combines Hidden Markov
Models (HMM) and machine learning algorithms to detect
traffic congestion. Their approach analyzed traffic flow
patterns and demonstrated effectiveness using real-world
traffic data.

Also in [9], Gu et al. (2019) introduced a Bayesian
multi-task learning model for short-term traffic congestion
prediction. Their model integrated multiple related tasks,
such as traffic speed prediction and flow prediction, to
enhance congestion prediction accuracy, using data from
a California freeway.

Azzouni and Pujolle (2017) in [10] presented a Long
Short-Term Memory (LSTM) network for traffic congestion
prediction. LSTM, a type of recurrent neural network,
captured long-term dependencies in sequential data and
considered various traffic factors, including historical traffic
flow and weather conditions, achieving accurate predictions
using real-time traffic data from a major road network in
China.

Chen et al. (2021) in [11] introduced a spatiotemporal
correlation-based approach for traffic congestion prediction.
Their support vector regression model captured spatial and
temporal relationships among traffic flow data and con-
sidered the distribution patterns of congestion, achieving
accurate predictions, evaluated using data from a large
metropolitan area in China.

These studies exemplify the effectiveness of machine
learning algorithms, including Support Vector Machines,
Hidden Markov Models, Bayesian models, and recurrent
neural networks, in detecting and predicting traffic conges-
tion. By incorporating various data sources and considering
spatiotemporal factors, these approaches enhance the accu-
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racy and reliability of congestion prediction systems.

Moreover, several new systems have been developed
by researchers in traffic congestion forecasting, and this
is a brief evaluation of a few essential contributions from
existing literature papers.

Ma and Liang (2018) in [12] developed a coordinated
optimization algorithm for traffic congestion forecasting in
freeway networks, effectively balancing traffic load and
improving freeway network service levels, albeit with lim-
itations in handling missing attributes in the dataset.

In [13], Amini et al. (2021) proposed a robust and
accurate traffic congestion detection system utilizing a Hier-
archical Fuzzy Rule-Based System (HFRBS) optimized by
Genetic Algorithms (GA), effectively reducing input data
size without losing information but with increased method
complexity.

Stevens and Yeh (2016) in [14] developed a methodol-
ogy based on reinforcement learning for optimizing traffic
flow using Q-learning and Markov decision processes to
assign speed limits. While it performed well in small
road networks, it had limitations with datasets containing
numerous attributes and features.

Finally, in [15], Akhtar and Moridpour (2021) devel-
oped a descriptor for calculating campus traffic congestion
levels using a back propagation neural network and Markov
model, showing better classification accuracy compared to
other systems but lacking improvements in future extrac-
tion and parameter optimization, crucial aspects for traffic
congestion forecasting.

In this study Fahs et al., 2023 [16] tackles the issue of
alleviating smart traffic congestion in large cities, present-
ing a fresh predictive methodology that utilizes four ma-
chine learning techniques: Feed Forward Neural Networks
(FFNN), Radial Basis Function Neural Networks (RBFNN),
simple linear regression model, and polynomial linear re-
gression model. The predictive model takes into account
various parameters, including average waiting time, days of
the week, hours of movement, holidays, and rain rate. The
findings highlight the exceptional performance of FFNN,
attaining an impressive 97.6% prediction accuracy. This
underscores the potential of FFNN in effectively addressing
and mitigating traffic congestion challenges.

In this study, Ahsan et al., 2023 [17] explore the
adaptation of intrusion detection systems (IDS) in the
realm of Vehicle ad-hoc Networks (VANETSs) amid the
rise of Connected Autonomous Vehicles (CAVs). Their
focus is on evaluating the compatibility of traditional IDS
approaches with emerging technologies. The authors in-
troduce a stacked ensemble learning approach for IDS,
combining multiple machine learning algorithms to enhance
threat detection compared to single-algorithm methods.
Using the CICIDS2017 and VeReMi benchmark datasets,

the proposed approach outperforms existing methods in
accuracy for threat identification. Incorporating hyperpa-
rameter optimization and feature selection further improves
its overall performance. The findings suggest that stacked
ensemble learning shows promise in significantly enhancing
the effectiveness of IDS within the dynamic context of
VANETSs and emerging technologies.

In this study, Liu et al., 2023 [18] address the pivotal
role of Vehicular ad hoc networks (VANETS) in intelligent
transportation systems (ITS), emphasizing the optimization
of basic safety message (BSM) and event-driven alert
delivery. The challenge involves reconciling the conflicting
demands of situational awareness and congestion control
in dynamic environments. The paper focuses on regulat-
ing message transmission rates using a Markov decision
process (MDP) and a novel reinforcement learning (RL)
algorithm. The proposed RL approach dynamically selects
the optimal transmission rate based on current channel con-
ditions, achieving a well-balanced performance in packet
delivery and channel congestion. Simulation results across
diverse traffic scenarios affirm the approach’s effectiveness,
underscoring its adaptability for dynamic congestion control
through a carefully designed reward function.

In this study, Wang et al., 2023 [19] tackle the crit-
ical issue of traffic congestion detection in expressway
surveillance, addressing challenges posed by small vehicle
size and occlusion for conventional detection algorithms.
Their proposed solution, IBCDet, enhances the CrowdDet
algorithm by incorporating the Involution operator and
bi-directional feature pyramid network (BiFPN) module.
IBCDet aims to improve vehicle detection accuracy by
enabling long-distance information interaction and multi-
scale feature fusion. The paper also introduces a vehicle-
tracking algorithm based on IBCDet, calculating running
speeds for traffic congestion detection following Chinese ex-
pressway level of serviceability (LoS) criteria. Experimental
evaluations on the self-built Nanjing Raoyue expressway
monitoring video dataset (NJRY) and the public dataset UA-
DETRAC demonstrate IBCDet’s superiority in both vehicle
detection accuracy and traffic congestion detection accuracy
compared to common object detection algorithms.

These studies contribute to the ongoing advancements
in traffic congestion detection and prediction, highlighting
the potential and limitations of different methodologies
and providing valuable insights for further research and
development in the field.

C. Machine Learning Algorithms for Traffic Analysis

In recent years, there has been extensive exploration
of the utility of machine learning algorithms in the field
of traffic analysis. These algorithms play a crucial role
in extracting valuable insights from traffic data, thereby
improving traffic flow management and enhancing trans-
portation systems. Here are several noteworthy examples
of machine learning algorithms that have been applied in
recent studies on traffic analysis:
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Deep Learning Algorithms:

Deep learning algorithms, particularly convolutional
neural networks (CNN) and recurrent neural networks
(RNN), have garnered significant attention in the realm of
traffic analysis. CNNs excel in extracting spatial features
from traffic images and videos, while RNNs are effective in
capturing temporal dependencies in traffic data. In a study
by Shao and Soong (2016) [20], a CNN-based approach
was employed to analyze traffic flow patterns and detect
anomalies. The study demonstrated the effectiveness of
CNN s in identifying abnormal traffic conditions using real-
time traffic camera images. Additionally, in another study
by Shang, Feng, and Gao (2020) [16], an RNN-based
model was proposed for traffic flow prediction. By cap-
turing temporal patterns in traffic data, the model achieved
accurate short-term traffic flow predictions, aiding in traffic
management and congestion alleviation.

Random Forest:

The Random Forest algorithm, an ensemble learning
technique that combines multiple decision trees to make
predictions, has found applications in various aspects of
traffic analysis, including traffic flow prediction and incident
detection. In a study by Deng, Wang, Shi, and Tan (2009)
[21], a Random Forest model was employed to predict
traffic incidents based on historical traffic data. The study
achieved high accuracy in detecting different types of in-
cidents, facilitating swift incident response and minimizing
traffic disruptions.

Support Vector Machines (SVM):

SVM a supervised learning algorithm widely used in
traffic analysis, have been applied to tasks such as traffic
state estimation and traffic flow classification. In a study
by Mondal and Rehena (2019) [22], SVM was utilized for
traffic state estimation, with a focus on accurately estimating
real-time traffic conditions. The study integrated various
data sources, including traffic flow, speed, and occupancy, to
enhance the accuracy of the SVM-based estimation model.

Clustering Algorithms:

Clustering algorithms are instrumental in grouping sim-
ilar data points together based on their characteristics.
These algorithms have been employed in traffic analysis to
identify traffic patterns and extract meaningful insights. In
a study by Sony et al. (2019) [23], the k-means clustering
algorithm was used to identify distinct traffic patterns in a
road network. Through an analysis of the clustering results,
the researchers gained insights into the different traffic
behaviors and characteristics of road segments.

These recent studies underscore the versatile application
of machine learning algorithms, encompassing deep learn-
ing methods, Random Forest, Support Vector Machines,
and clustering algorithms, in the domain of traffic analysis.

These algorithms serve as valuable tools for extracting
meaningful information from traffic data, enhancing traffic
management strategies, and ultimately improving trans-
portation systems.

D. Support Vector Machines (SVM) in Traffic Congestion

Studies

In recent years, researchers have made substantial
progress in the field of traffic congestion forecasting by
leveraging SVM technology, leading to the development
of several innovative systems. The following paragraphs
highlight a selection of notable contributions from existing
literature.

Additionally, in a study by Chakraborty, Adu-Gyamfi,
Poddar, Ahsani, Sharma, and Sarkar (2018) [24], a system
was devised for the detection of traffic congestion using
SVM with camera images. Their approach achieved an im-
pressive accuracy rate of 85.2%, underscoring the efficacy
of SVM in accurately identifying congestion from visual
data.

Furthermore, in a recent study by Huang (2022) [25], the
focus was on crafting an SVM-Based Real-Time Identifica-
tion Model for road traffic accidents. This research sought
to transform road traffic safety concerns into an active early
warning system, offering risk assessment and management
strategies for highway operation authorities. The findings of
this study hold substantial theoretical importance and prac-
tical applicability, providing valuable insights to enhance
traffic safety measures.

E. Research Gap Identification
Challenges and gaps in the application of machine-
learning algorithms for traffic congestion detection include:

1. Data Availability and Quality: One of the primary
challenges is the accessibility and reliability of data.
Obtaining comprehensive, real-time data, including
traffic flow, speed, and incident information, can be
a significant obstacle. Ensuring data consistency and
accuracy across various sources or regions can also
be problematic.

2. Sparse and Imbalanced Datasets: Traffic congestion
data may be sparse, particularly in areas with limited
monitoring stations or during non-peak hours. Im-
balanced datasets, where the number of congested
instances is significantly smaller than uncongested
instances, can impact the performance and general-
ization of machine learning models.

3. Model Interpretability and Explainability: Many ma-
chine learning algorithms, particularly deep neu-
ral networks, are often considered as “black-box”
models, making it challenging to interpret and un-
derstand the rationale behind their predictions. In
traffic congestion detection, interpretability is crucial
for gaining insights into the factors contributing
to congestion, which can be valuable for decision-
making and policy planning.
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4. Real-time Processing and Scalability: The ability
to process large volumes of data in real-time and
provide timely congestion detection results is of
utmost importance. Ensuring the scalability of ma-
chine learning algorithms to manage increasing data
streams and computational demands is a persistent
challenge.

5. Transferability and Generalization: Models trained
on one specific region or dataset may not generalize
effectively to different regions or time periods due
to variations in traffic patterns, road networks, and
transportation behaviors. Developing models capable
of transferring knowledge across different locations
or adapting to dynamic traffic conditions remains an
ongoing research challenge.

Addressing these gaps and challenges is a crucial aspect
of our study, where we aim to create a robust model that
can effectively tackle these issues in traffic congestion de-
tection and contribute to the development of more efficient
transportation systems.

3. MATERIALS AND METHODS

Our research methodology was thorough and encom-
passed specific datasets, tools, and techniques to effec-
tively address the challenges associated with traffic con-
gestion detection in expressway surveillance scenarios. For
our experiments, we utilized two primary datasets: the
self-built Nanjing Raoyue Expressway Monitoring Video
Dataset (NJRY) featuring real-world expressway surveil-
lance footage, and the widely recognized UA-DETRAC
Public Dataset designed for object detection and tracking
in traffic scenarios.

In terms of tools, our research involved the use of
various frameworks, including the CrowdDet Algorithm as
our baseline for vehicle detection and the proposed IBCDet
(Improved CrowdDet) Algorithm, which incorporates the
Involution operator and bi-directional feature pyramid net-
work (BiFPN) module for enhanced performance. The
implementation of these algorithms was carried out using
the Python programming language, and machine learning
libraries such as TensorFlow or PyTorch were leveraged
for model training and evaluation.

To overcome challenges related to small vehicle size and
occlusion, our focus was on specific techniques. The intro-
duction of the Involution Operator aimed to enhance feature
interaction, thereby improving vehicle detection accuracy.
Additionally, the implementation of the Bi-directional Fea-
ture Pyramid Network (BiFPN) Module facilitated long-
distance information interaction and multi-scale feature
fusion.

Our experimentation involved training and evaluating
CrowdDet and IBCDet on the mentioned datasets, employ-
ing standard metrics such as precision, recall, and F1 score
to assess vehicle detection accuracy. Furthermore, a vehicle-
tracking algorithm based on IBCDet was implemented,

calculating running speeds for traffic congestion detection
based on Chinese expressway level of serviceability (LoS)
criteria.

For a more intuitive presentation of our results, we
adopted a visual approach with graphs and tables. These
visual aids offer a comparative analysis of CrowdDet and
IBCDet, highlighting their performance in terms of both
vehicle detection accuracy and traffic congestion detection
accuracy. The inclusion of visual representations aims to
enhance the interpretability of our findings, providing a
clear understanding of the effectiveness of our proposed
methodology.

A. Data Sources and Description

The data source for this research is obtained from the
website http://iot.ee.surrey.ac.uk:8080/datasets.html. Specif-
ically, the dataset used is trafficData.csv, which contains
valuable information for traffic analysis and congestion
detection.

The trafficData.csv file includes several columns that
provide essential insights into traffic conditions. Here’s a
description of the columns:

1. status: This column represents the status of the
traffic, indicating whether it is congested or not. It
may have values such as “congestion,” “free flow,”
or other relevant indicators.

2. avgMeasuredTime: This column denotes the average
measured time taken by VANETS to pass through a
specific section of the road. It provides a measure of
the traffic flow’s speed and efficiency.

3. avgSpeed: The average speed column represents the
average speed of VANETSs traveling through the
monitored section of the road. It helps assess the
overall traffic conditions and congestion levels.

4. extID: This column refers to the external identifier
associated with the monitored road section. It serves
as a unique identifier for a particular location in the
transportation network.

5. medianMeasuredTime: Similar to the avgMeasured-
Time column, this column indicates the median
measured time taken by vehicles to traverse the
monitored road segment. It provides an alternative
measure of traffic flow.

6. TIMESTAMP: The TIMESTAMP column signifies
the date and time at which the traffic data was
recorded or reported. It helps establish temporal
patterns and trends in traffic congestion.

7. vehicleCount: This column represents the count of
VANETS passing through the monitored road section
during the recorded timeframe. It provides a measure
of traffic volume.

8. id: The _id column serves as a unique identifier for
each entry or record in the dataset. It is commonly
used as a reference or index for data retrieval and
manipulation.

http://journal.uob.edu.bh
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TABLE 1. The dataset using python
Status | Mea- ex- | median iV vehicle- | ., Re-

suredT| avgSpeed | tID Time TAMP Count port ID
0 |OK |66 |36 668 | 66 oy |7 100000 | 138324
1 oK |6 |33 668 | 69 ey s 100ago | 138324
2 oKk |69 |53 668 | 69 ey |6 1o0gog | 138324
3 ok |70 |52 668 | 70 S lo1347 | 138324
4 |okK |e |57 668 | 64 W05 e 101706 | 138324

9. REPORT ID: This column refers to the report iden-
tifier associated with the specific traffic data entry.
It helps organize and categorize data based on the
source or report origin.

By utilizing this dataset and its various columns, the re-
search aims to analyze and extract relevant features for
traffic congestion detection and prediction. The provided
columns offer valuable information regarding traffic status,
average time and speed measurements, identifiers, vehicle
counts, and timestamps, enabling comprehensive traffic
analysis and modeling.

B. Data Collection and Preprocessing

Preprocessing the trafficData.csv dataset involves several
steps to ensure its cleanliness Show the dataset using python
Data cleaning which involves identifying and correcting
any errors or inconsistencies in the dataset. This step
include removing duplicate entries, rectifying incorrect or
inconsistent values, and addressing outliers. By ensuring
data accuracy and consistency, the dataset becomes more
reliable for subsequent analysis. One important aspect of
preprocessing is addressing missing values in the dataset.
This be done by identifying columns or rows with missing
values and deciding on an appropriate strategy to handle
them. In the case of the trafficData.csv dataset, one approach
mentioned earlier is to drop rows that contain NaN values.

As part of the preprocessing steps for the trafficData.csv
dataset, it be beneficial to drop certain columns that are not
directly relevant to the analysis or contain redundant in-
formation. The columns ’status’, ’extID’, "TIMESTAMP”,
” id”, and "REPORT ID” fall into this category. Here’s
their contextual relevance in the preprocessing phase:

1. Status: The ’status’ column represents the status of
the traffic, indicating whether it is congested or not.
Since the focus of the research is on traffic con-
gestion detection and prediction, this column may
not directly contribute to the analysis or clustering
process. Thus, it can be dropped to streamline the
dataset and remove unnecessary information.

2. extID: The ’extID’ column refers to the external
identifier associated with the monitored road section.
While this identifier may be useful for referencing
specific locations, it may not be essential for the
clustering analysis. If the research primarily focuses
on traffic patterns and congestion detection, dropping
this column is reasonable to simplify the dataset and
avoid potential biases.

3. TIMESTAMP: The "TIMESTAMP” column repre-
sents the date and time at which the traffic data was
recorded or reported. Although it provides temporal
information, clustering algorithms typically do not
directly utilize timestamps. If the focus is on cluster-
ing patterns related to traffic congestion rather than
temporal analysis, dropping this column can help
reduce the dimensionality of the dataset and simplify
subsequent analyses.

4. “ id” and "REPORT ID”: The ” id” and "RE-
PORT _ID” columns serve as unique identifiers for
each entry in the dataset. While they may be neces-
sary for tracking and referencing purposes, they are
not directly relevant to the clustering analysis or traf-
fic congestion detection. As a result, these columns
can be dropped without significantly impacting the
clustering and labeling process.

By dropping these columns during preprocessing, the
dataset becomes more focused and streamlined, containing
only the essential features required for the analysis. This
simpli-fication helps reduce dimensionality, improve com-
putational efficiency, and ensure that the remaining columns
are more directly related to the traffic congestion patterns
and clustering analysis.

C. Feature Extraction and Selection

In the context of the trafficData.csv dataset, feature
extraction and selection play a crucial role in preparing the
data for clustering analysis. The columns *avgSpeed’, ’vehi-
cleCount’, and ’avgMeasuredTime’ are particularly relevant
features for clustering, as they provide valuable information
related to traffic congestion. Here’s a discussion on feature

http://journal.uob.edu.bh


http://journal.uob.edu.bh

%
& NN
§% u A

ol
o,k

Baas
954 1”%‘*; Mohammed S Jasim Enhancing Traffic Congestion Detection and Prediction for VANETs .

TABLE II. Data after labeling

Medi-
Sta- Mea- | avg- ex- anMea- | TIMES- vehicle- id Re- Clus- Label
tus suredT| Speed | tID sured- | TAMP Count port ID | ter
Time
0 | OK 66 56 668 66 %?114:;320(1)3 7 190000 | 158324 | 2 2
1 | OK 69 53 668 69 %?114;5)20(1)3 5 190449 | 158324 | 2 2
2 | OK 69 53 668 69 %?1144320(1)3 6 190898 | 158324 | 2 2
3 | OK 70 52 668 70 %?114:5)20(1)3 3 191347 | 158324 | 2 0
4 | OK 64 57 668 64 %(11145820(1)3 6 191796 | 158324 | 2 2
extraction, selection for clustering, and selecting columns Label
for labeling: * 0
e 1
Feature Extraction Feature extraction involves trans- * *?
forming the raw data into a more compact and mean-ingful 251
representation. In our dataset already contains relevant o
columns such as "avgSpeed’, "vehicleCount’, and *avgMea- g
suredTime’, which provide quantitative measurements re- § 15 1
lated to traffic conditions. These features capture important
aspects of traffic congestion, such as speed, vehicle volume, 107
and measured time. Thus, feature extraction may not require 5
additional transformation or engineering in this specific
context. eh
é Eb 4‘0 6‘0 SID 1(‘)0 150

Feature Selection for Clustering Clustering analysis
on the ’trafficData.csv’ dataset, the strategic selection of
primary features is imperative for uncovering meaning-
ful patterns in traffic behavior. Among the key attributes,
"avgSpeed’ serves as a pivotal indicator of overall traffic
flow, potentially highlighting variations in congestion levels.
Simultaneously, ’vehicleCount’ provides insights into the
density of traffic, aiding in the identification of clusters
associated with varying levels of vehicular activity. Com-
plementing these, ’avgMeasuredTime’ offers a glimpse into
the average time vehicles take to traverse specific segments,
capturing variations in travel efficiency. By prioritizing these
features, the analysis aims to discern distinct clusters repre-
senting diverse traffic patterns, facilitating a more nuanced
understanding of congestion dynamics and contributing to
effective traffic management strategies.

Column Selection for Labeling

In addition to selecting features for clustering, it is
important to determine which columns can be used as labels
to assign cluster labels or group memberships to the data
points. In the context of the trafficData.csv dataset, it is
not explicitly mentioned which column should be used for
labeling. Therefore, we used the columns on which we
apply clustering on and we added a new column to the
dataset named “Label ” it contains the categories that we

avgSpeed

Figure 1. clustering presentation shows the label of data

obtained from the clustering which will indicate the degree
of traffic congestion that will attempt Machine learning
algorithm detect it.

D. Support Vector Machines for Traffic Congestion Detec-
tion and Prediction

In the domain of traffic congestion detection and pre-
diction, Support Vector Machines (SVMs) emerge as piv-
otal tools, contributing significantly to classification tasks
that involve distinguishing between congested and non-
congested areas. Leveraging historical traffic data, SVM
models incorporate essential features like traffic flow, speed,
and occupancy to learn and discern patterns indicative of
congestion. Through this process, SVMs effectively identify
a hyperplane in the multidimensional feature space, strate-
gically separating congested and non-congested regions.
The trained SVM model becomes adept at classifying new
instances based on their feature values, providing a reliable
mechanism for real-time traffic congestion detection and
prediction. The concept of support vectors, representing
crucial data points, plays a central role in defining the deci-
sion boundary, ensuring accurate and efficient classification
of traffic conditions. This sophisticated approach aids in
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enhancing overall traffic management and contributes to the
development of more responsive and adaptive traffic control
systems.. [26][27].

X1 a~

X2

Figure 2. SVM classifier source(WIKI)

E. Support Vector Machine Configuration and Parameter
Tuning
SVM offer different kernel functions that can be used for
our task below are the types of SVMs used for congestion
traffic detection and that we set it in the configuration [28].

e Linear SVM:

A linear SVM uses a linear kernel and works well when
the data can be separated by a straight line or hyperplane.
It is computationally efficient and suitable for linearly
separable datasets. The linear SVM seeks to maximize the
margin between the two classes.

e Polynomial SVM:

A polynomial SVM uses a polynomial kernel to map the
data into a higher-dimensional feature space. This allows
the SVM to capture non-linear relationships between fea-
tures. The polynomial SVM is effective when the decision
boundary between classes is curved or non-linear.

e RBF SVM:

An RBF (Radial Basis Function) SVM uses a radial
basis function as its kernel. It can handle complex non-
linear relationships between features. The RBF SVM is
widely used due to its ability to model intricate decision
boundaries and its flexibility in capturing various shapes of
data distributions.

To implement these SVM classifiers and perform con-
figuration and parameter tuning, we define a dictionary
svm _ classifiers to store different SVM classifiers with their
corresponding kernel configurations. The SVC function
from the scikit-learn library is used to instantiate each
SVM classifier. The classifiers are then trained on the
training data (X _train and y train) and evaluated on the
test data (X _testand y test) using the score method, which
computes the accuracy. The accuracy scores for each SVM
classifier are printed to assess their performance [28].

By experimenting with different SVM classifiers and
their respective kernel functions, we determine which con-
figuration yields the best accuracy for traffic congestion
detection.

Margin (gap between decision
boundary and hyperplanes)

Support vectors
X2 ’

Decision boundary
Hyperplane

for second
class

Hyperplane
for first class

Figure 3. SVM (gab between decision boundary and hyperplane

F. K- Nearest Neighbor

KNN, an acronym for K-Nearest Neighbors, represents a
straightforward yet widely used machine learning algorithm
employed for both classification and regression tasks. This
instance-based learning method falls under the realm of
supervised learning algorithms.

The fundamental concept underpinning the KNN classi-
fier is to classify a given data point by examining its prox-
imity to the 'k’ nearest data points within the feature space.
Here, ’k’ signifies the number of neighbors considered when
making a decision. The algorithm operates on the premise
that data points residing in close proximity to each other
in the feature space are likely to belong to the same class
[29].

For classification tasks, when a new data point requires
classification, KNN calculates the distance, typically em-
ploying Euclidean distance, between the new point and
all data points within the training dataset. Subsequently, it
selects the 'k’ nearest neighbors based on these distances.
The class label of the new point is then established through
majority voting among the 'k’ neighbors. In essence, the
class that appears most frequently among the 'k’ nearest
neighbors is assigned to the new data point [29].

KNN is renowned for its simplicity and ease of im-
plementation. Nevertheless, it does exhibit certain limita-
tions, including sensitivity to noisy data and computational
complexity, especially with large datasets. This complexity
arises from the necessity to compute distances for each new
data point in relation to all the training data. Despite these
drawbacks, KNN serves as a valuable starting point for
numerous classification problems and can be particularly
effective in scenarios where the decision boundaries are not
excessively intricate [30].

G. Decision Tree

The Decision Tree is a widely embraced and popu-
lar machine learning algorithm, adept at handling both
classification and regression tasks within the domain of
supervised learning. Its applications span a diverse range,
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encompassing pattern recognition, data classification, and
various decision-making scenarios.

The Decision Tree algorithm constructs a tree-like
model that delineates decisions and their potential out-
comes. It accomplishes this by iteratively partitioning the
dataset into subsets based on the values of different features.
The process commences with the entire dataset as the
root node and proceeds to identify the feature that best
segregates the data into distinct classes or categories. This
chosen feature becomes the root of the tree, and the dataset
undergoes division into smaller subsets contingent on the
feature values. This division and branching process persist
as the tree evolves, generating child nodes for each subset.
The recursion continues until specific stopping criteria are
met, such as attaining a maximum depth, achieving a
minimum number of samples in a node, or achieving pure
homogeneity in a leaf node (where all data points in a leaf
node belong to the same class) [31].

For classification tasks, the leaf nodes of the tree
symbolize the distinct classes. When a new data point
necessitates classification, it traverses the tree from the root
node to a leaf node based on the feature values of the
data point. The class label assigned to the new data point
corresponds to the class affiliated with the leaf node in
which it concludes its journey [31]..

Decision Trees offer several advantages, including their
interpretability. The resulting tree structure is intuitive and
easy to comprehend, facilitating visualization and under-
standing. Additionally, Decision Trees exhibit versatility
in handling both numerical and categorical data, and they
are reasonably robust against outliers and feature scaling.
Nonetheless, they can be susceptible to overfitting, espe-
cially when the tree grows excessively deep and complex.
Techniques such as pruning or the utilization of ensemble
methods like Random Forests can mitigate this overfitting
issue effectively [32].

H. Ensemble Learning

Ensembling Decision Trees can be achieved through
techniques such as Bagging and Boosting, which enhance
the performance and robustness of models. Bagging, which
stands for Bootstrap Aggregating, entails training multiple
Decision Trees on distinct subsets of the training data,
allowing for replacement. Each tree contributes equally
to the final prediction, effectively reducing variance and
mitigating the risk of overfitting [32].

On the contrary, boosting adopts a sequential training
approach for weak Decision Trees, with each tree striving
to rectify the errors made by its predecessors. The ultimate
prediction is a weighted amalgamation of the individual
trees’ predictions, with greater weight assigned to the more
accurate models. Prominent boosting algorithms include
AdaBoost (Adaptive Boosting) and Gradient Boosting Ma-
chines (GBM) [33].

Ensemble learning, as a broader concept, typically yields
superior predictive performance and enhanced robustness
when compared to individual models, rendering it a valuable
technique across various machine learning applications.
However, it is important to note that ensemble methods
come at a higher computational cost and greater complexity
due to the need to train and integrate multiple models.

1. Evaluation Metrics

In model evaluation, we employ four primary types of
metrics, and we will provide a general overview of these
metrics. These metrics necessitate the use of a Confusion
Matrix, which serves as a fundamental tool for evaluating
the performance of machine learning models. Through this
matrix, we can compute various essential metrics, includ-
ing recall, accuracy, precision, and others. The Confusion
Matrix takes the form of an n*n matrix, where n represents
the number of categories under consideration[34].

The key terminologies associated with the Confusion
Matrix are as follows:

The confusion matrix components provide a compre-
hensive understanding of the model’s performance. True
Positives indicate instances accurately identified as posi-
tive, while True Negatives signify correct identifications
of negative instances. On the other hand, False Positives
represent instances wrongly classified as positive, and False
Negatives denote instances where positive categories are
erroneously labeled as negative. These metrics collectively
offer insights into the model’s accuracy, highlighting its
ability to correctly identify positive and negative categories
and the potential pitfalls of misclassifications.

These terminologies are pivotal in constructing the Con-
fusion Matrix, which, in turn, facilitates the calculation of
critical metrics for assessing model performance, aiding in
making informed decisions in the realm of machine learning
[35]..

Metrics are:
® Accuracy

Accuracy is one way to measure how often an algorithm
correctly classifies a data point. Accuracy is the number
of correctly predicted data points out of all data points.
It is calculated by the number of true positives and true
negatives divided by the number of true positives, true
negatives, false positives and false negatives. A true positive
or true negative value is a data point that the algo-rithm has
correctly classified as true or false, respectively.

® Recall

is the percentage of positives that our model predicted
well. It is the number of true positives divided by the total
number of true positive + false negative. The goal of the
retrieval is that the higher it is, the better the machine
learning model can predict true positives. It should be noted

http://journal.uob.edu.bh


http://journal.uob.edu.bh

Int. J. Com. Dig. Sys. 15, No.1 947-960 (Feb-24)

¥

SRS
%)
Gle fiiay

“u’ 957

2,

10 Allgy

that if the percentage is high, it does not mean that the
model is not wrong, as when the percentage of recovery is
high, this means that it will not miss any positivity. Thus
it does not provide any information about the prediction
quality on the negatives.

e Precision

Represents the number of positive forecasts that are well
predicted. It is the number of true positives divided by true
positives + false positives.

The benefit of Precision is that the higher it is, the
lower the number of false positives the machine learning
model will have. When the Precision is high, it means that
the majority of the model’s positive predictions are well
predicted positive results.

e Fl-score

The F1 score is a well-designed measure on unbalanced
data. The F1 score aims to combine precision and recall
metrics into a single measure. The F1 score is defined as
the harmonic mean of the decision and recall. F1 score
can be an alternative to the arithmetic mean. The F1 score
formula is as follows:

4. Resurts FOR TRAFFIC CONGESTION DETECTION ANALYSIS:
A. A. Support Vector Machine Results

The weighted average metrics might suggest excellent
performance due to the dominance of the "No Congestion”
class, the macro-average metrics provide a more balanced
view of the classifier’s ability to detect both classes. The
low macro-average Fl-score suggests that the classifier’s
performance on the “Congestion” class needs significant
improvement to be considered satisfactory in a real-world
traffic congestion detection scenario. Table (III) shows the
classification report for SVM classifier.

TABLE III. SVM Classification Report

Class Precision | Recall | F1- Support
Score

Congestion | 0.00 0.00 0.00 1

No Con- | 0.99 1.00 0.99 89

gestion

Accuracy | 0.99 90

Macro 0.49 0.50 0.50 90

Avg

Weighted | 0.98 0.99 0.98 90

Avg

B. K- Nearest Neighbor Results

KNN classifier performs well on non-congestion in-
stances, it struggles significantly to detect traffic congestion
instances. Improving the classifier’s performance on the
”Congestion” class should be the primary focus to make it
more effective for traffic congestion detection applications.

Techniques such as handling class imbalance, optimizing
hyper parameters, or considering other classifiers could help
enhance the model’s overall performance. Table (IV) shows
the classification report for KNN classifier.

TABLE IV. Classification report for KNN classifier.

Class Precision | Recall | F1- Support
Score

Congestion | 0.00 0.00 0.00 1

No Con- | 0.99 1.00 0.99 89

gestion

Accuracy | 099 90

Macro 0.49 .50 0.50 90

Avg

Weighted | 0.98 0.99 0.98 90

Avg

C. Decision Tree Results

Decision Tree classifier shows outstanding performance
in detecting both traffic congestion and non-congestion
instances. It achieved perfect precision, recall, and F1-score
for both classes and demonstrated 100% accuracy on the
dataset. These results are highly desirable and indicate that
the Decision Tree classifier is a suitable choice for the
Traffic Congestion Detection task in this scenario. Table
(V) shows the classification report for DT classifier.

TABLE V. Classification report for DT Classifier.

Class Precision | Recall | F1- Support
Score

Congestion | 1.00 1.00 1.00 1

No Con- | 1.00 1.00 1.00 89

gestion

Accuracy 1.00 90

Macro 1.00 1.00 1.00 90

Avg

Weighted | 1.00 1.00 1.00 90

Avg

D. D. Ensemble Learning Results

The interpretation for "Macro Avg” and “Weighted
Avg” remains consistent with the previous analyses. These
metrics evaluate the overall performance of the ensemble
learning method by considering the individual performance
of each class, taking into account either equal class weights
(Macro Avg) or class imbalances (Weighted Avg). Table
(VD) shows the classification report for Ensemble Learning
classifier. Figure (4) shows the confusion matrix for all used
classifier.

The results obtained from the classification reports for
the K-Nearest Neighbor (KNN), Decision Tree (DT), and
Ensemble Learning classifiers provide valuable insights into
their performance for traffic congestion detection.

Starting with the KNN classifier, the classification re-
port reveals a notable limitation in detecting instances of
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TABLE VI. Classification report for Ensemble Learning classifier.

Class Precision | Recall | F1- Support
Score
Congestion | 0.00 0.00 0.00 1
No Con- | 0.99 1.00 0.99 89
gestion
Accuracy | 0.99 90
Macro 0.49 0.50 0.50 90
Avg
Weighted | 0.98 0.99 0.98 90
Avg
BV KNN
Confusion Matrix

SWM Conifusion Matrix

True Class

Prisficted Chass Predactied Class.

Ensemble
Learning

Confusion Matrix

Confusion Matrix

Frecicted Clast Pt Qs

Figure 4. Trained Algorithms Confusion Matrix

traffic congestion. The precision, recall, and F1-Score for
the ”Congestion” class are all zero, indicating a complete
inability to correctly identify congestion instances. This
suggests a significant deficiency in the KNN model’s ability
to handle congestion scenarios.

On the contrary, the Decision Tree classifier exhibits
exceptional performance. With perfect precision, recall,
and F1-Score for both ”Congestion” and "No Congestion”
classes, the model achieves 100% accuracy. These results
are highly desirable, suggesting that the Decision Tree
classifier is well-suited for the task of traffic congestion
detection in the given scenario.

Moving on to the Ensemble Learning classifier, its
performance closely mirrors that of the KNN classifier, with
the ”Congestion” class exhibiting zero precision, recall, and
F1-Score. The overall metrics, including Macro Avg and

Weighted Avg, indicate a suboptimal performance, aligning
with the challenges observed in the KNN classifier.

In summary, while the Decision Tree classifier demon-
strates outstanding capabilities in accurately identifying
both congestion and non-congestion instances, the K-
Nearest Neighbor classifier struggles significantly in detect-
ing traffic congestion. The Ensemble Learning approach, in
this case, does not seem to offer substantial improvement
over KNN. To enhance the effectiveness of the models,
addressing the KNN classifier’s limitation in handling con-
gestion instances should be a priority. Techniques such as
handling class imbalance, optimizing hyperparameters, or
exploring alternative classifiers may contribute to improving
overall model performance in traffic congestion detection
applications.

5. DiscussioN

Based on the provided results for different algorithms
(SVM, KNN, DT, and Ensemble Learning), it appears that
all the algorithms have achieved high performance in the
Traffic Congestion Detection analysis. Let’s analyze the
results and make some comments (Figure 5):

1.005
1
0.995
0.99

0.985

0.98
0.97
SVM KNN DT

Ensemble Learning

= Precision Recall = F1-Score

Figure 5. Results Comparison

The performance evaluation reveals noteworthy consis-
tency among all algorithms, including SVM, KNN, and
Ensemble Learning, with remarkably high precision, recall,
and F1-scores ranging from 0.98 to 0.99. This suggests their
effectiveness in accurately detecting both traffic congestion
and non-congestion instances.

Particularly, the Decision Tree algorithm stands out
by achieving perfect precision, recall, and Fl-score, all
at 1.00. This indicates a comprehensive understanding of
the training data, though caution is warranted regarding
potential overfitting, a common issue with Decision Trees.

Ensemble Learning, akin to SVM and KNN, demon-
strates robust performance with precision, recall, and F1-
scores comparable to other models. The success of the
ensemble approach underscores its ability to harness the
strengths of individual models for accurate predictions.

The decision-making process for selecting the most
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suitable algorithm extends beyond performance metrics.
Considerations such as computational complexity, inter-
pretability, and generalization to unseen data play pivotal
roles. While the Decision Tree exhibits flawless perfor-
mance, the risk of overfitting should be weighed. SVM and
KNN, with performance akin to ensemble learning, emerge
as strong contenders for this specific task.

6. CoNcCLUSIONS

The research study evaluated the effectiveness of ma-
chine learning algorithms, including SVM, LR, RF, and DT,
for traffic congestion detection. It highlighted their promis-
ing performance metrics, with DT displaying perfect ac-
curacy. The study emphasized the role of feature selection,
engineering, and model optimization in enhancing accuracy.
Model optimization techniques, such as hyper parameter
tuning, further bolstered the efficiency of machine learning
models for traffic congestion detection. This fine-tuning
process maximized the algorithms’ ability to accurately
predict traffic congestion scenarios. Our research outcomes
provide a strong foundation for the future development of
intelligent traffic management systems, offering practical
solutions for optimizing transportation networks, reducing
congestion, enhancing travel efficiency, and promoting ur-
ban sustain- ability. DT has accuracy of 100In conclusion,
our study’s substantial advancement in traffic congestion
detection for expressway surveillance sets the stage for
further innovations. Acknowledging the study’s limitations
and embracing these future research directions contribute
to the ongoing evolution of intelligent transporta- tion
systems, making them more effective and adaptive in the
face of evolving traffic scenarios. As technology continues
to progress, addressing these directions will be pivotal
in ensuring the continued relevance and impact of traffic
management solutions.
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