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Abstract: Since its emergence in the early 20th century, Malaria has been confirmed as a deadly disease that has spread throughout
the world with very high mortality and morbidity. This is in accordance with the WHO report in 2018 which stated that worldwide
there have been more than 220 million cases of malaria with a death rate of nearly 500 thousand cases. However, Malaria is actually
a disease that can be cured and prevented if treatment initiatives are implemented early and effectively. Unfortunately, this disease is
often ignored because it is considered the common cold and is only diagnosed when it has reached a critical phase. This research is
expected to be an alternative for early diagnosis of malaria. Hence, confirming the presence of the malaria parasite earlier will make
the treatment of this disease more effective in reducing mortality. This research is expected to produce website-based computer-assisted
disease diagnosis (CAD) software enriched with deep learning algorithms to become an alternative for early diagnosis of malaria. This
CAD system has the potential to provide fast and reliable malaria diagnosis and avoid detection errors by experts due to human error.
This research uses various pre-trained CNN architectures that have been proven to have the best performance in extracting features
and recognizing image patterns such as MobileNetV2, EfficientNetBO, RestNet50, InceptionV3 and Xception. This architecture was
then modified by adding several additional layers to improve its performance. To be concluded, this research succeeded in exceeding
previous studies by obtaining an accuracy value above 97%. Moreover, this developed CAD software is also equipped with various
features to make it easier to use.

Keywords: Computer-assisted disease diagnosis (CAD), Convolutional Neural Network (CNN), Malaria, Pre-trained CNN, Thin
Blood Images, Website

1. INTRODUCTION

Malaria is a type of disease that has a long history in
human life whose existence has been recorded since the
sixth century BC [1]. Malaria is caused by the bite of a
female Anopheles mosquito infected with the protozoan
Plasmodium parasite which is then transmitted through the
circulation of red blood cells. As the main cause of malaria,
the first known plasmodium parasite was P. falciparum.
P. falciparum infection first discovered in Southeast Asia,
Oceania, and South America in the late 1950s and early
1960s. Meanwhile, P. vivax malaria was first discovered in
1989 in Australian citizens traveling to Papua New Guinea.
The disease has been identified in Southeast Asia, Ethiopia,
and Madagascar.

Since it was found, Malaria has been confirmed as a
fatal disease that has spread throughout the world with very
high mortality and morbidity rates. This was confirmed by
a report published by WHO in 2018. In this report WHO

stated that worldwide there have been more than 220 million
cases of malaria with a death rate of nearly 500 thousand
cases [2]. Although based on this report it can be concluded
that there has been a decrease in the death rate from 585,000
cases to 405,000 during the 2010 to 2018 period, until now
malaria is still categorized as one of the biggest problems
in world health. This is based on the very high prevalence
of malaria where almost half of the world’s population is
at risk of contracting malaria. To date, malaria has infected
more than 87 countries around the world with the highest
risk levels being in Africa, Southeast Asia, the West Pacific,
South America, and the Eastern Mediterranean [3]. Apart
from that, in terms of the susceptibility of sufferers, it is
known that malaria is very easy to infect children under
five. It is recorded that more than half of malaria cases
occur in this segment. Moreover, the mortality rate for
this segment is alarming with an average death for one
affected child occurring every two minutes. In addition,
the elderly segment and people with health problems such
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as pregnant women also experience a high vulnerability to
malaria infection.

However, this disease can actually be cured if treatment
initiatives are implemented early and effectively [4]. It
has been agreed that early identification of the presence
of malaria will make treatment more effective and at the
same time reduce patient mortality [5]. Early and accurate
identification of the infecting Plasmodium genus will enable
patients to receive appropriate and effective treatment. Thus,
the ability to make an accurate early diagnosis plays an
important role in the fight against malaria. Unfortunately,
malaria is often detected late because the symptoms are
difficult to identify at an early stage due to the symptoms are
practically indistinguishable to the common cold. [6]. The
symptoms that are often found in sufferers of malaria are
high fever, gastritis, enteritis, nausea, vomiting, and chills.
[7]. Due to the similarity of these symptoms, malaria is
often ignored because it is considered the common cold
and only treated when it reaches a critical phase.

Until now, microscopic examination of thick and thin
stained blood smears is the gold standard for the diagnosis
of malaria due to its low cost and wide availability. Even
though various new methods have emerged, sometimes
these new methods require special tools that are not suitable
for use in underdeveloped areas and have a higher cost, of
course. However, behind the advantages of practical use and
low cost, microscopy examination has several fatal weak-
nesses because the procedure is very time-consuming [8].
In addition, the effectiveness of this examination is highly
dependent on the skill of the parasitologist in analyzing the
red blood cell images [9] [10] [11]. Therefore this procedure
sometimes cannot be applied effectively in third countries
which have relatively limited resources of parasitologists.
Hence this causes inaccurate diagnostic results and which
leads to inappropriate treatment as well. This study aims to
be an alternative for early diagnosis of malaria by utilizing
the reliability of deep learning algorithms. Hence, it is
hoped that this research can be used to reduce malaria
mortality

2. REevratep WoRk

Along with the changes in human life that increasingly
rely on the presence of technology, this has triggered many
initiatives to take advantage of the reliability of technology
to assist in the diagnosis of malaria and overcome obsta-
cles in the conventional diagnosis of malaria. One of the
most popular efforts is to develop a technology known as
Computer-Assisted Disease Diagnosis (CAD). This CAD
system has the potential to provide a fast, inexpensive
and reliable diagnosis of malaria, avoiding the detection
errors that usually occur with manual examinations. CAD
is considered to have great potential in assisting efforts to
detect early malaria because of the nature of computers
that can work continuously without tired. In addition, CAD
can be easily duplicated to be used in areas that have
limited medical expertise. Therefore, CAD can be used

by medical experts as early detection tool to be able to
detect and recognize various life-threatening diseases more
quickly and increasing efficiency in decision making. Thus
far, many CAD applications have been developed that are
enriched with computer vision to assist early diagnosis of
a disease. Recent research trends reveal that deep learning
algorithm have become one of the main foundations of CAD
application development. Table I below shows various Deep
Learning algorithms used in CAD development for early
malaria diagnosis in the last 5 years.

Based on the Table I above, it can be seen that there
are various deep learning algorithms that have been used to
help diagnose malaria. In the last 5 years, there have been 68
studies that tried to discuss the development of CAD for the
diagnosis of malaria. Unfortunately from the large number
of these studies, only a few studies have tried to make ready-
to-use applications that can be used directly to diagnose
malaria. A summary of the research that developed ready-
to-use CAD applications can be seen in Table II below.

Based on information from Table II , it is found that
the majority of research is limited to efforts to develop
deep learning models with the best performance. It can be
concluded that CAD application development research is
still under discussed and become one of the research gap
that must be resolved. Therefore, this research is expected
to bridge the research gap by developing a ready-to-use
CAD application that can be a tool for early detection of
malaria. As a benchmark for measuring the success of CAD
applications, an accuracy performance standard of 97% is
used as a minimum standard for research success. This
accuracy standard is obtained from the best performance
obtained by previous studies as shown in Table II .

A. Research Gap and Contribution

As previously explained, the use of Deep Learning algo-
rithms in CAD development has achieved quite promising
performance to help diagnose malaria. However, based on
the literature study described in the previous section, it was
found that there are at least 2 research gaps that must be re-
solved in order to contribute to assisting the early diagnosis
of malaria. The first problem that is concluded as a research
gap in the use of CAD for early detection of malaria is
that existing studies tend to use deep learning algorithms
with direct pre-trained architecture. The majority of related
studies do not attempt to modify the pre-trained architecture
to improve the performance of the CAD being developed.
The second problem that arises is related research that
focuses too much on its discussion in the development of
deep learning models. Research that discusses the use of
deep learning models in making ready-to-use CAD software
is still very rare as previously stated.

In order to contribute to addressing these two issues,
this research is expected to provide 3 main contributions as
illustrated in figure 1 below. As shown in the figure, this
study proposes 3 main contributions in relation to efforts
to resolve research gaps. The first contribution made was
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TABLE I. Research Trend of Deep Learning Algorithm Implementation for Malaria Early Diagnosis

No Method Reference
Novel Algorithm [9] [12] [13]
2 CNN Normal CNN  [14] [15] [16] [6] [10] [17] [18] [19] [20] [21]
[22] [23] [24] [25] [11] [26] [27] [28] [29] [30]
(31] [32] [33] [34] [35] [36] [37] [8] [38] [39]
[40] [41] [42] [43] [44] [45] [46] [47] [48] [49]
[50] [51] [52] [53] [54] [55] [56] [57] [58] [59]
[60] [61] [62] [63] [64] [65]
Mask R-CNN  [66] [67]
faster R-CNN  [68] [69] [70] [71] [72]
3 CapsNet [73] [29] [74]
4  Hand Crafted Deep Learning [75]
5 YOLO [761(77]
6  Ensemble Learning [78]

TABLE II. Summary of Ready-to-use CAD Applications for Malaria Early Diagnosis

Ref Number of Data Method Architecture Result
[68] 643 Faster R-CNN ResNet101 P =0.7791; R = 0.8981
ResNet50 P = 0.7461; R = 0.9062

InceptionV2 P =0.7229; R = 0.9303

[11] 1,819 CNN Customized network Acc = 93.46; Prec = 94.25

[34] 27,558 CNN custom CNN model Acc = 97.30

[70] 903 Faster R-CNN SSD MobileNet mAP@0.5 = 0.6292

[41] 201 CNN Mosquito-Net Acc = 0.966

[71] 643 Faster R-CNN Customized Avg prec = 0.9306

[72] 2,967 Faster R-CNN Customized Acc = 96

[47] 2,967 CNN Proposed IGMS & custom CNN Acc = 097

the modification of the Pre-trained CNN architecture to
improve deep learning algorithm performance. The next
contribution that is expected is a deep learning model for
image recognition of malaria red blood cells with better
performance. This deep learning model can be used by
other researchers for ready-to-use software development.
As a final contribution, this research produces web-based
ready-to-use CAD software as an alternative to early malaria
diagnosis.

3. METHODOLOGY

In order to achieve the research objective of developing
CAD for early detection of malaria, this research was
conducted in stages in four main phases. The first stage in
this study was the collection of malaria image data followed
by image pre-processing. The third advanced stage is the
application of the CNN architecture for the development of
the Deep Learning model. As a final step, this research was
closed by developing a website-based CAD software for an

Research Gap

* Too focus on implementing CNN
algorithm with pre-trained
architecture

& O

 Limited research to develop CAD
software

Figure 1. Summary of Research Gap and Research Contribution

alternative diagnosis of malaria. The overall phases of the
research work are described in Figure 2 below.
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Prepare images by rescaling
and augmentation
@ Pre-processing
@ Data Collection

Collect thin red
blood image

Figure 2. Research Framework for Development of Malaria CAD
Software

@ CAD Development

@ Deep Learning Model Develoment

A. Data Collection and Pre-processings Stage

In the case of a diagnosis of malaria, a sample of malaria
sufferers will be examined using the red blood cells of the
patient. There are two types of red blood cells used, namely
Thin and Thick. Furthermore, these red blood cells will be
stained in the process of detecting the presence of malaria
parasites in the red blood cells. There are several staining
techniques used in the detection of malaria parasites namely
Giemsa, Leishman, Leishman-Methylene blue, Combina-
tion of DNA and RNA fluorescent, Wright, Fluorochrome,
Romanowsky, Acridine orange (AO), DAPI/Mitotracker,
Toluidine blue and Unstained.

Taking into account its various advantages, the image
of malaria used in this study is the image of thin blood
using the Giemsa staining technique. The thin blood image
is considered to have better quality than the red thick blood
image because the thick blood image is considered to have
a lot of noise. Hence the presence of this noise makes
the diagnosis based on thick blood images less accurate
in detecting malaria.

This study used 27,558 thin blood images obtained from
the Lister Hill National Center for Biomedical Communica-
tions (NIH) dataset. The dataset containing malaria images
is then prepared at the pre-processing stage with the aim
of increasing the quality and enrichment of the data so that
it is more qualified to be used in the development of deep
learning models.

B. Development of Deep Learning Model

The next phase as well as the main and most crucial
stage in this research is the development of a Deep Learning
model for malaria diagnosis using the dataset that has
been collected. The algorithm used in this study to build
deep learning models is the Convolutional Neural Network
(CNN) algorithm which is considered the best algorithm
for image model recognition. To produce CAD with the
best performance, this research uses various pre-trained
CNN architectures that have been proven to have the best

Pre-processed

Malaria Images

Pre-trained CNN Architectures

MobileNet RestNet
V2 50

Remove Top Layer

EfficientNet
BO

Xception

Add Modification Layer

Conv2D Pooling2D DroupOut Relu
Activation

‘ Deep Learning Classifier ‘

Performance Comparison

Figure 3. Pre-trained CNN Modification

performance in extracting features and recognizing image
patterns such as MobileNetV2, EfficientNetBO, RestNet50,
InceptionV3 and Xception. However, as previously ex-
plained, a modification process was carried out on the top
layer of all the pre-trained CNN architectures used. To be
precise, modifications to the CNN architecture were carried
out by adding additional layers, namely one dropout layer,
Pooling2D and the ReLu activation function as illustrated
in Figure 3 below.

Contrary to most research that applies the pre-trained
CNN architecture directly, the top layer of the pre-trained
architecture is removed to be replaced with an additional
modified layer. This additional layer is expected to improve
the performance of the CNN algorithm in extracting malaria
image features while increasing its accuracy in detecting
the presence of the plasmodium parasite in blood cells. In
addition, the built deep learning architecture also uses the
concept of transfer learning using weighting from ImageNet
training to speed up the deep learning model training pro-
cess. Thus, the time required by each architecture to achieve
the best performance can be shorter. Finally, all of these
architectures are then tested based on their performance to
test whether each of these modified architectures can exceed
the standard of success in the form of 97% accuracy and is
feasible to be applied in CAD software development.

C. CAD Development

The final stage of this research is the development of
a CAD software for malaria diagnosis based on a deep
learning model that has been obtained previously. This CAD
application developed is a web-based application that can
be accessed by users from anywhere by utilizing an internet

https://journal.uob.edu.bh


https://journal.uob.edu.bh

¥

A0)

Uy

10 Allgy

Gle fiiay
Int. J. Com. Dig. Sys. 15, No 1, 961-973 (Feb-24) "o’ 965

Training Deep Learning Model

Deep learning model

Create web servicefor
deep learning model

1

Malaria dataset

—_——

4o

Response for Prediction result

E—
I

(IR

Call for malaria diagnosing

<ooaaaaaannn,

Figure 4. CAD development based on Deep learning Model

connection. Therefore, the problem of limited availability
of medical experts who are able to diagnose malaria can
be solved with the emergence of this CAD application.
The overall architecture of CAD development is illustrated
Figure 4.

As shown in Figure 4, this research utilizes a Rest API as
web service to develop CAD for malaria. Rest API is a web
service development method that is known to have many
advantages such as being compatible with many program-
ming languages and uncomplicated to be implemented. This
research will build a web-based application that allows users
to access deep learning models that have been developed
previously through a web service.

4. Resurt AND DiscussioN

This section describes the experimental results from the
development of CAD software for early detection of malaria
based on a modified pre-trained CNN architecture. At the
beginning of this section, the results of the data collection
and pre-processing will be explained. Then the discussion
will be continued by describing the results of the devel-
opment of the deep learning model and its performance in
identifying malaria. In closing, the discussion will end by
demonstrating CAD software which is expected to be an
alternative for diagnosing malaria along with its features.

A. Dataset and Image Pre-processings

Prior to the development of deep learning models for
malaria detection is carried out, the malaria dataset is split-
ted into training data, testing and validation. The separation
process between training data and testing data is performed
by using ratio of 80:20. Thus, total 22,062 and 5,516 data
are generated for training and testing data respectively.
Furthermore, further data separation was carried out on test
data to obtain validation data with a data ratio of 50:50.
Hence, the final data that will be used for early diagnosis
of brain tumours were 22,062, 2,758 and 2,758 for each
type of data training, testing and validation. In addition, to
improve the quality of the data separation, randomization
was conducted in the distribution of data so that each class
of brain tumours images has representation for each data

type.

As soon as the data separation process was completed,
the research was continued by improving the quality and
quantity of brain tumours images through the data pre-
processing stage. The process of improving the quality
of the brain tumours dataset is carried out by applying
resolution rescaling and image augmentation methods. The
rescaling method is intended to change the image resolution
of brain tumours cells to a uniform size of 150x150 pixels.
After that, an increase in the quantity of brain tumours
cell images was conducted by applying the augmentation
method by performing horizontal rotation. After data prepa-
ration is complete, the tumours cell dataset is ready to be
processed for brain tumours diagnosis experiments using
three variations of the CNN architecture. The final results of
the data preparation stage are explained in Figure 5 below.

B. Development of Deep Learning Model and CAD Soft-
ware

The experimental findings presented in this section
discuss the comparison between pre-trained CNN architec-
tures with and without architectural modifications to pre-
processed data. This analysis was conducted to determine
whether architectural modifications by adding several lay-
ers succeeded in improving the performance of the Deep
Learning algorithm for diagnosing malaria. Based on a
series of experiments conducted for each pre-trained CNN
architecture, modification with the addition of layers has
proven successful in improving the performance of the Deep
Learning algorithm in classifying malarial images

The first experiment was carried out by utilizing the
modified EfficientNetBO pre-trained architecture. By uti-
lizing this modified EfficientNetBO architecture, the deep
learning model achieves the best performance with an
accuracy rate of 98.46%. The application of this modified
architecture succeeded in increasing the accuracy rate to
more than 1% when compared to the pre-trained Efficient-
NetBO0 architecture without modification which has a value
of 97.13%. The second experiment by applying the modified
MobileNetV2 pre-trained architecture also showed satisfac-
tory results. This architectural modification succeeded in
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Figure 5. Result of Data Collection and Pre-processing
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Figure 6. Comparison Accuracy of EfficientNetBO

increasing the accuracy from the initial value of 96.13%
to 97.71%. Accuracy comparison graphs for pre-trained
EfficientNetBO and MobileNetV2 architectures are shown
in Figures 6 and 7 below.

The success of architectural modifications in improving
the performance of this deep learning model also occurs in
other pre-trained architectures. By doing modifications, the
other three pre-trained architectures also get an increase in
accuracy of around 1.5%. The graph of increasing accuracy
for the InceptionV3, ResNet50 and Xception architectures
is illustrated in Figures 8 to 10 below.

To be concluded, based on all the experiments that
have been carried out by modifying the 5 pre-trained
architectures, it was found that the architectural modifi-

100
95
90
85
80
75
70

Accuracy (%)

1 2 3 4 5 6 7 8 9 10

*-MobileNetV2 (%) Native -e-MobileNetV2 (%) Modified

Figure 7. Comparison Accuracy of MobileNetV2

Accuracy (%)

o-MobileNetV2 (%) Native =e=MobileNetV2 (%) Modified

Figure 8. Comparison Accuracy of InceptionV2
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Figure 9. Comparison Accuracy of ResNet50
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Figure 10. Comparison Accuracy of Xception
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Figure 11. Feature of CAD Application for Malaria Diagnosis

cations succeeded in increasing the accuracy of the deep
learning model. The five modified architectures succeeded
in exceeding the accuracy benchmark from previous studies
of 97%. This achievement is certainly very appropriate as an
alternative for early diagnosis of malaria in order to detect
malaria early. An overall comparison for all the performance
of the modified CNN architectures is summarized in table
IIT below.

Based on the research results described in table III, it
can be seen that there was an increase in the complexity
of the training phase caused by the addition of quite a
lot of parameters as the pre-trained CNN architecture was
modified. The addition of this parameter then causes an
increase in the time needed to develop an optimal deep
learning model. One solution that can be implemented to
deal with this problem is to apply feature optimization or
feature selection which is an important highlight to work
on in further research.

After obtain the optimum model for diagnosing malaria
that successfully surpassed the benchmarks of previous
research, a CAD application was developed by utilizing web
services. As mentioned previously, this CAD application
use a lightweight RESTful-API as the back-end system
which is developed by using python library namely flask.
RESTfull API was chosen as the backend because it is very
suitable to accommodate pre-trained deep learning models
since it is a lightweight back-end type and also highly
compatible with external web interfaces. This RESTful-API
is designed separately from the web application to make it
easy for users to make CAD-based malaria diagnosis. The
developed CAD is useful Web application to classify thin
blood microscopic malaria images consisting of parasitized
and uninfected cell. The CAD application developed has the
following main features as illustrated in Figure 11 below.

As in general for applications that deal with health
problems, issues related to information security and con-
fidentiality are important things to address. As for one of
the most appropriate solutions to be implemented in order

Log in

Please complete this following form to Log In

Figure 12. Screenshot of Interface for Login Page

to deal with these security and confidentiality issues is to
implement the login feature. This feature is intended to
maintain the security of CAD software by limiting this
application from being used by unauthorized persons. Users
who will use the CAD application are asked to enter a
username and password before being able to use the CAD
application for malaria diagnosis. In addition, this login
mechanism will be utilized to record user activity which
will be stored in the system log.

The second feature embedded in this CAD application
is the malaria diagnosis feature. In accordance with the
purpose of making a CAD application, this feature is the
most important feature used by users to diagnose malaria.
By using this feature, the user can simply upload an
image of the blood that will be analyzed to determine
whether the blood is infected with malaria or normal. Along
with the diagnosis process, the performance of the deep
learning architecture used, such as the level of accuracy,
precision, and recall, will also be explained. Based on
this information, the user can estimate the accuracy of
the results of an early diagnosis of malaria. Meanwhile, if
there are conditions where the results of the diagnosis are
different from each deep learning architecture, the user can
choose to refer to the prediction results from the architecture
that has better performance. Furthermore, users can also
note the differences of this diagnosis to be submitted as
recommendations for improving CAD applications in the
user feedback feature. The screenshot pages for the login
and diagnosis features are depicted in Figures 12 and 13
below.

https://journal.uob.edu.bh
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TABLE III. Comparison of Overall Modified CNN Architecture

CNN Architecture Accuracy (%) Parameter
N M N M
EfficientNetBO 97.12 9846 4,011,391 5,322,367
MobileNetV2 96.13 97.71 2,227,715 3,538,691
InceptionV3 96.28 97.73 21,772,450 23,868,578
ResNet50 9691 98.17 23,538,690 25,634,818
Xception 96.73 98.15 20,811,050 22,907,178

Benchmark Accuracy (%)

97

N = Native Architecture ; M = Modified Architecture

< Malaria Diagnosis

CNN Architecture

[ EfficientNetBO

) MobileNetv2
) Inceptionva
5 RestNet50

Figure 13. Screenshot of Interface for Diagnosis Page

This user feedback feature is intended as a tool for
users to submit suggestions for improvements of CAD
applications. As explained in the previous feature, by using
this feature users can make a requests for improvements
of CAD applications such as increasing the accuracy of
diagnosis results, user interface as well as user experience
and so on as illustrated in Figure 14 below

All of user activity will be recorded in the system log
as a statistic of user usage patterns. These logs are very
important for CAD applications in terms of checking and
tracing various problems that will occur. In addition, usage
patterns recorded in the log will also be very useful in
developing CAD applications to make them more attractive
and useful to users. The last feature provided in this CAD
application is a brief explanation of the CAD application

< send your Feedback ©)

Figure 14. Screenshot of Interface for Feedback Page

which is namely as about CAD feature. The information
provided in this feature includes explanations regarding
deep learning technology, the malaria image dataset used,
contact persons and etc. The interface for about CAD and
system log feature can be seen in Figure 15-16 below.

5. ConcLusioN AND FUTURE DIRECTION

This research produces CAD software based on CNN by
utilizing 5 pre-trained architectures such as EfficientNetBO,
MobileNetV2, InceptionV3, ResNet50, and Xception as an
alternative for early diagnosis of malaria. To improve the
performance of the CAD software, a modification is made
by adding several layers to each pre-trained CNN archi-
tecture. Based on all the experiments that have been done,
all of these modified architectures are successful achieving
excellent performance with accuracy above 97% which
at the same time exceeds previous research benchmarks.
The best performance is achieved by the EfficientNetBO
architecture with an accuracy rate of 98.46%. However,
this increase in accuracy raises new problems because
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the training parameters used become more complex with
increasing training parameters used to develop deep learning
models. One solution that can be implemented to deal with
this issue is by applying feature optimization or feature
selection which is an important highlight to work on in
further research. Various kinds of feature selection or op-
timization algorithms such as PCA, Genetic Algorithm are
very promising to be applied before the image classification
stage. This algorithm can reduce the level of complexity by
selecting the best features from a feature data set.

< About CAD for Malaria

To enrich and facilitate its use, the developed CAD
application is equipped with several important features such
as login, diagnosis, feedback, log system, and all about
CAD. Although this research has succeeded in developing
[ Deap Learning Aigorithm a CAD system to help early diagnosis of malaria, there
is still room for further research development. However,
future research can be directed to apply another algorithm
in image classification such the CapsNet algorithm. This
is because the use of CapsNet is considered to be able to
improve image classification performance by being able to
utilize vectors for more detailed image representation. As
: a e previously mentioned, the discussion regarding the applica-
vorme tion of feature selection to optimize training parameters is
another interesting thing to be carried out.

About CAD for Malaria

) CNN for Imoge Processing

Figure 15. Screenshot of Interface for About CAD Page
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