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Abstract: Automatic Speech Recognition (ASR) systems have witnessed significant advancements in recent years, thanks to the
emergence of deep learning techniques and the availability of large speech datasets in various languages. With the increasing demand
for Arabic voice-enabled technologies, the availability of a high-quality and representative dataset for the Arabic language becomes
crucial. This paper presents the development of a new dataset called ArabAlg, specifically designed for Arabic Speech Command
Recognition (ASCR), to support the integration of Arabic voice recognition systems into smart devices in the Internet of Things (IoT).
This research focuses on collecting and annotating a diverse range of Arabic speech commands, encompassing various domains and
applications. The dataset construction process involves recording and preprocessing several utterances from native Arabic speakers. To
ensure precision and reliability, quality control measures are implemented during data collection and annotation. The resulting dataset
provides a valuable resource for training and evaluating ASCR systems tailored for Arabic speakers using Machine Learning and Deep
Learning.

Keywords: Automatic Speech Recognition, Machine learning, Dataset for limited vocabulary, Arabic Speech Command Recognition,

Smart devices, Internet of Things.

1. INTRODUCTION

Automatic speech recognition is the technology that
enables machines to understand human speech. It is a
fast-growing field since humans are actively working
to make human-machine interactions seamless, thereby
improving our daily lives and making every action more
efficient [1]. From controlling robots and machines with
voice to making morning coffee, speech recognition is
becoming indispensable, eliminating the need for pressing
buttons [2], [3].

Moreover, limited vocabulary speech recognition and
command recognition systems are technologies designed
to understand and process spoken language input within
a specific set of predefined words or commands [4].
These systems are often used in applications where the
range of possible input commands is relatively small and
well-defined, such as voice assistants, smart homes, or
voice-controlled devices. These commands are typically
associated with specific functionalities or operations that
the system can perform. For example, in a voice-controlled
smart home, the system might recognize commands like

“turn on the lights” or “close the shades.” These systems
are effective for applications with a limited vocabulary
because they can achieve very high accuracy. However, they
may struggle with out-of-vocabulary commands that are
not part of their predefined set. However, Arabic command
recognition is a complex task and requires a significant
amount of computational and linguistic resources [5].
Recognition accuracy can vary depending on factors such
as the quality of the audio input, the size and quality of
the language model, and the complexity of the commands
being recognized [6]. Ongoing research and advancements
in natural language processing and speech recognition
technologies are continually improving the accuracy and
performance of Arabic command recognition systems.

Figure 1 illustrates the pipeline of an Arabic Automatic
Speech Recognition (ASR) system. Machine learning
and deep learning models require datasets for training
and testing before deployment on smart devices. Broadly
speaking, there is a significant lack of data, particularly in
the Arabic language, to train models with high accuracy.
In an effort to address this shortfall, this investigation
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Figure 1. Arabic ASR pipeline

introduces the construction of an Arabic dataset specifically
dedicated to command recognition systems. With such
a dataset, the pipeline depicted in Figure 1 can be
implemented to create Arabic Command Recognition
systems.

Responding to the urgent need for advancements in
Arabic speech recognition, this research aims to make a
significant contribution by addressing the lack of large-scale
Arabic voice command datasets. Our overarching goal is to
construct a unique corpus expressly intended to enhance
the performance of Arabic speech command recognition
systems. Specifically, we present an extensive dataset com-
prising over 140 spoken voice commands, showcasing rich
acoustic diversity. The utterances encompass a wide range
of accents, intonations, speaking styles, and background
noise conditions, capturing natural contextual variations in
realistic user commands. Our dataset will empower Arabic
speech recognition by facilitating robust training of deep
neural models. Furthermore, it will drive innovations in
Arabic-speaking intelligent assistants and voice control for
native Arabic speakers interacting with IoT devices [7].
As a result, it serves as a crucial resource for researchers
and facilitates exploration into technologies like Arabic-
speaking intelligent assistants and IoT voice control for
native users.

In summary, the primary objective of our project is to
construct a dataset for Arabic command recognition. To
achieve this, we undertake the following steps:

1) Designing a novel open-source mobile application to
streamline the process of collecting speech data.

2) Addressing Arabic native speakers for recording
purposes.

3) Collecting speech clips and organizing them in a

TSV (Tab-Separated Values) file.

4) Verifying and validating the data with the assistance
of specialized tools.

5) Testing the effectiveness of our dataset by training
a deep learning model and presenting the obtained
results.

6) Publishing new versions of our dataset along with
the constructed recording tool.

Our focus will be primarily on the Arabic language,
given the scarcity of expansive, publicly accessible speech
datasets for Arabic. This deficiency poses a challenge
for researchers aiming to advance automatic speech and
command recognition systems in the field.

The structure of this paper is as follows: In Section 2,
we will discuss the speech recognition process, examining
command recognition systems, datasets, and the challenges
in Arabic ASR. Section 3 presents related works. Moving
on to Section 4, we will delve into the data, discussing the
type of data we are handling, our collection and storage
methods, and the structure of our dataset. Section 5 out-
lines the development of a tool for data collection and its
structure. In Section 6, we present the conducted steps of
data preprocessing and some statistics. Section 7 will cover
experimental analysis and results. Finally, we conclude with
a summary and offer some future recommendations.

2. BACKGROUND

Automatic Speech Recognition (ASR) is the technology
that lets computers understand speech, it transcribes audio
into text, it is also called Speech to text (STT), which is used
to help with the interaction of human-computer interface
[8]. Therefore, ASR has been in constant development, es-
pecially in recent years, with numerous applications mainly
in robotics, car systems, health care, education, and military
use [9] [10].
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Speech recognition is a very important research field
as it is trying to improve the interface between humans
and machines to increase productivity [11]. Users can now
dictate documents, email responses, and other text without
manually entering any information into a machine [12].
In addition, it reduces the risk of injury or accidents, for
example in voice-controlled car media systems. It also
provides the ability for people with limited range of motion
or disabilities to use machines.

On the other hand, Arabic is a vastly propagating
language with a variety of hundreds of dialects [13]. Our
focus on this investigation is to provide a new dataset and
an open-source application to help collect data for future
works on Arabic ASR in order to improve the accuracy
of speech recognition and also to serve and advance these
systems that will hopefully help Arabic speakers.

A. ASR Architecture

ASR systems typically consist of several components,
including an acoustic model, a language model, and
a decoder [14]. The acoustic model is responsible for
analyzing the acoustic characteristics of the input speech
signal and generating a sequence of phonetic units that
correspond to the input speech. The language model is
responsible for predicting the likelihood of different words
and phrases in a given language, based on the context
of the speech. The decoder then combines the output
of the acoustic and language models to produce a final
transcription of the input speech [8].

The accuracy of ASR systems has improved signifi-
cantly in recent years, due to advances in deep learning
[15]. However, ASR systems still face many challenges,
such as dealing with loud and accented speech, recognizing
speech in different languages and dialects, and understand-
ing spoken language in complex and dynamic environments
[16]. To understand how Speech recognition works, we
first need to understand human speech. Humans have been
communicating since the dawn of time, with thousands
of different languages and sounds all around the world.
So it was inevitable to reach the point where we would
communicate with machines using this age-old technique.
Vocal cords vibrate to make sounds, the air coming out of
the lungs is what makes them vibrate when the edges of
the vocal cords come together. The propagation of waves
through the air vibrates at a certain frequency to make
a sound [17]. A speech recognition system’s fundamental
objective is to empower a computer or device that can
hear and comprehend spoken or acoustic input to take the
appropriate action [8].

ASR systems use a combination of acoustic and lan-
guage modeling techniques to translate spoken language
into text (see Figure 2). The process typically involves the
following steps [18]:

Acoustic Lexicon
Model
| | | | _, fFeature Decoder —» Text
Extraction
Raw
audio
Language
Model

Figure 2. Overall Structure of ASRs [8]

e Audio preprocessing: The audio signal undergoes
filtering and normalization to eliminate noise and
other forms of distortion.

o [Extraction of features: The audio signal is con-
verted into a sequence of numerical features that rep-
resent the spectral characteristics of the sound. These
characteristics are usually based on the short-term
Fourier transform or other time-frequency analysis
techniques [19].

e Acoustic model: The feature sequence is matched
against a statistical model of speech sounds called a
Hidden Markov Model (HMM), which represents the
probability distribution of speech sounds in different
contexts [20].

e Lexicon: The lexicon is a database or a list of
words that the ASR system is trained to recognize.
It contains information on how each word is pro-
nounced, including its phonetic transcription, which
is a representation of the sounds that make up the
word [21].

e Language model: The transcribed text is then pro-
cessed by a statistical language model, which uses
probabilistic techniques to predict the likelihood of
words and phrases in a given context [22].

e Decoding: The output of the acoustic and language
models is combined to generate a final transcription
of the spoken language.

B. Characteristics of ASRs
The characteristics of an ASR include [23]:

e Vocabulary Size: The size of the vocabulary that the
system can recognize is an important factor. Larger
vocabulary sizes require more processing power and
memory to achieve good accuracy.

o Robustness: The ability of the system to handle
variations in speech, such as accents, dialects, back-
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ground noise, and different speaking rates is a critical
characteristic.

e Adaptability: The ability of the system to adapt
to new speakers or new languages is a desirable
characteristic. This allows the system to learn from
its mistakes and improve its accuracy over time.

o Speed: The speed at which the system can recognize
speech and produce output is important for real-
time applications such as voice-controlled assistants
or automated transcription services.

o User Interface: The user interface of the system,
including the ease of use, feedback provided, and the
ability to interact with the system, is an important
characteristic, especially for consumer-facing appli-
cations.

e Scalability: The ability of the system to scale and
handle large volumes of speech data is important
for applications such as call center automation or
large-scale transcription services.

o Performance metrics: The accuracy of a system
in recognizing spoken words is a pivotal factor that
directly influences its utility for a specific applica-
tion. In ASR field, various metrics are taken into
consideration, including the Word Error Rate (WER)
[24], the Character Error Rate (CER) [3], the Match
Error Rate (MER) [25], and the Phoneme Error Rate
(PER) [26], [25]. For instance, the MER reflects
the percentage of inaccurately predicted and inserted
words. A lower MER indicates superior performance,
with a perfect score of 0 signifying flawless accuracy
in the ASR system. The PER and WER encompass
the total of phoneme and word errors, which include
inserted, deleted, and changed phonemes or words
[3]. This cumulative value is then divided by the
total number of phonemes or words, respectively.
To establish statistical significance in comparisons
between models, the error rates from all tests across
all examined speakers are averaged.

Overall, a good speech recognition system should have
high accuracy, be robust and adaptable to different types of
speech and users, have a fast response time, and be easy to
use and scalable for various applications.

C. Command Recognition Systems

Command recognition systems can be implemented in
various applications and devices, including virtual assistants
(such as Siri, Alexa, or Google Assistant), smart home
devices, automotive systems, and dictation software, among
others [12]. These systems allow users to interact with de-
vices and control them through voice commands, providing
a more natural and intuitive user experience. In this paper,
we will focus on helping people to create limited vocabulary

systems for the Arabic language, which is a very diverse
language with different dialects that have very limited data
collected about them.

D. Challenges in Arabic ASR

ASR systems can be trained on large datasets of tran-
scribed speech and text to improve their accuracy over time.
However, ASR still faces challenges in accurately recog-
nizing speech in noisy environments, with diverse accents
and dialects, and in recognizing spontaneous speech with
irregularities such as pauses, hesitations, and repetitions
[27].

However, Arabic is a complex language with unique
features that pose several challenges for ASR systems [16].
Some of the main challenges in Arabic ASR include:

o Dialectal Variation: Arabic has several dialects that
differ in pronunciation, vocabulary, and grammar.
ASR systems trained in one dialect may not be able
to recognize speech from another dialect, which can
limit their usefulness for multilingual or regional
applications.

o Phonemic Complexity: Arabic has a complex phone-
mic system with many sounds that are not present
in other languages. Some sounds are produced at
the back of the throat, making them difficult to
distinguish from other similar sounds.

e Non-linear Script: Arabic is written from right to
left and uses a non-linear script in a cursive style,
which can make it challenging for ASR systems to
segment words and recognize them accurately.

e Lack of Standardization: Arabic lacks a standard-
ized writing system, which can lead to inconsistencies
in spelling and pronunciation. This can make it diffi-
cult for ASR systems to recognize speech accurately.

e Limited Training Data: There is a shortage of large,
publicly available speech datasets for Arabic, which
can limit the ability of ASR systems to learn and
improve their performance over time.

o High Error Rate: Due to the above challenges,
Arabic ASR systems often have a high error rate
compared to ASR systems for other languages. This
can make it difficult to use them for tasks such as
transcription or voice-based applications.

Hence, addressing these challenges will require continued
research and development in the field of Arabic ASR,
including the creation of more comprehensive and standard-
ized datasets which is our goal, and also improve algorithms
for recognizing dialectal variation and non-linear scripts,
and more robust modeling techniques that can handle the
complexity of Arabic phonemes.

https://journal.uob.edu.bh
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In order to contribute to the advancement and progress
of ASR systems, particularly Arabic Command Recogni-
tion Systems (ACRS), we have developed a novel dataset
dedicated to ACRS. The proposed dataset aims to address
the shortage of available data and consists of a collection of
Arabic commands designed for smart devices. This dataset
facilitates the conversion of voice into command signals
or codes, enabling smart devices to execute specific tasks
based on the obtained code.

In summary, the proposed dataset tackles several chal-
lenges in Arabic ASR:

e Providing an open dataset for the development of
Arabic Command Recognition Systems, contributing
to the expansion of available data.

o The availability of Arabic datasets enhances the accu-
racy of the recognition process, leading to a decrease
in error rates.

e Offering an open-source mobile application to assist
individuals in collecting more data for ACRS or
Arabic ASR in general.

e Providing an extensive list of Arabic commands to
help interested individuals create their own datasets
or participate in enhancing the ArabAlg dataset.

e ArabAlg boasts a considerable diversity of speakers,
encompassing men, women, and teenagers, as well
as linguistic variations. This diversity is instrumental
in training models that demonstrate robustness to a
range of speaker characteristics.

e ArabAlg dataset, recorded under varying noise condi-
tions, contributes to the development of models that
are more resilient to different acoustic environments.

To further enhance our dataset, we aim to collaborate
with additional volunteers, especially those with distinct
dialects such as Egyptian, Gulf, Levantine, and others. This
expansion will enable the creation of multi-dialect models,
improving the system’s adaptability to diverse Arabic lin-
guistic contexts.

3. REeLATED WORKS

Data is very important to improve ASR systems, and
when it comes to machine learning and deep learning it is
required to have a large amount of data to obtain the most
accurate results. For Speech-to-Text systems, there are some
datasets such as Common voice [28], MGB-3 [29], QASR
[30], and others [1]. In this investigation, the presented
dataset is in Arabic to support future work in the field of
Arabic command recognition systems. We have found little
work in this field, some of the datasets only contain just
a few commands with the numbers ranging from zero to
nine. Here are some examples of the existing datasets on
ACRS:s:

Speech Commands: A Dataset for Speech Recog-
nition with a Limited Vocabulary Created by Pete
Warden, it contains the digits zero to nine and about
25 words, some of them are common in Internet of
Things: "Up”, "Down”, "Left”, "Right”, "Backward”,
”Forward”, "Follow” and "Learn”. The final dataset
contains 105829 utterances of thirty-five words that
were recorded by 2618 users [31].

Database for Arabic Speech Commands Recogni-
tion: A dataset that contains numbers from 0-9 and 6
commands: “add”, ”back”, “cancel”, “delete”, ’con-

firm”, “continue”, were obtained from forty different
speakers [32].

Murtadha Yaseen Arabic speech commands
dataset: Available on Kaggle, it contains 40 key-
words, recorded by 30 participants, and each of them
recorded 10 utterances for each keyword [33].

General Conversation Speech Data in Arabic (Al-
geria): A speech dataset that contains 20 hours of
general conversation-type speech/audio data for the
Arabic language speech recognition model. 30 people
from different states/provinces of Algeria who are
native, helped in collecting this data. The participants
in the collection are males and females from the age
group of 18 to 70 years. Each audio is a spontaneous
and unscripted conversation between two people with
an average duration of each audio file of 15 to 60
minutes [34].

Spoken command TV dataset: This corpus was cre-
ated by 100 Arabic native speakers using a speaker-
independent methodology: including 68 adults (37
Males and 31 Females) and 32 children (13 Males
and 19 Females) [35].

Arabic voice commands: Comprises an individual
spoken word command captured in the Arabic lan-
guage through MATLAB recording:

;_,.AS‘ S,V JL.A..O_ ¢ ad
from different humans (man and woman) ranging in
age from 12 to 58 years [36].

Dataset of Arabic Voice Commands for Various
Speech Processing Tasks: developed by M.Lichouri
et al [37] and it consists of 10 commands. Ten speak-
ers repeated and recorded ten times each command.

Arabic Speech Commands Recognition Using Py-
Torch and GPU: this dataset comprises two widely
used classes, namely, "NO” and "YES” in English,

equivalent to ”Y” and ”‘o.a.;” in Arabic. It consists

of 600 one-second waveform audio recordings, each
featuring a distinct word, collected from 30 different
contributors [38].

Arabic voice command dataset The researchers in
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[39], designed a system for recognizing Arabic voice
commands, utilizing a proprietary dataset compris-
ing 1600 samples corresponding to 20 distinct com-
mands. Each command was recorded in the (.wav)
format at a frequency of 16000Hz.

o Arabic voice commands dataset based on the
user’s preferences to control a home device Salah
et al [40], have created an Arabic voice commands
dataset to interact with home appliances rather than
just turning them on/off for elderly people who prefer
using their mother-tongue. The dataset incorporates
contributions from 12 speakers, including 6 males
aged between 22 and 53 years, as well as 6 females
aged from 12 to 75 years. This diverse age range
was chosen to introduce a broad spectrum of voice
variances in the dataset.

The robustness and superiority of our dataset over previ-
ously established datasets in the field are vividly demon-
strated in Table I. This table provides a comprehensive
comparison between our proposal and existing datasets,
highlighting our dataset’s exceptional performance across
various dimensions. Notably, our dataset outshines others
in terms of the sheer quantity of commands, diversity in
participants, each distinguished by unique accents, and the
broad spectrum of topics encompassed by the commands.

4. ARABALG ARCHITECTURE

Data is the most important component in deep and
machine learning, we can’t expect any improvement if we
don’t have a wide range of versatile and huge amounts of
data. Our goal is to collect the most data possible from
native Arabic speakers of different nationalities, ages, and
from both genders. We developed an Android application to
help us collect the data we need to improve Arabic speech
recognition to help make it more accurate and effective.

A. Data Type

The type of data we’re dealing with is human speech.
A complex sound with a wide range of frequencies that
varies from one human to another. A person’s speech also
changes depending on their mood, i.e., if they are tired
or sad, or whether they are speaking softly or loudly.
Another challenge is the dialects and accents; they can
make some words sound completely different. By collecting
massive amounts of voice data, the machine will be able to
understand everyone, regardless of their race, culture, age,
and other personal factors.

B. Collecting the Data

We developed a light android application that asks for
essential but not sensitive information that we need to
further increase the accuracy of the model like their Age,
Nationality, and gender. From there, the users are asked
to read from a list of 148 commands, record each and
everyone, and send us the data so we can use it to create

our dataset !

Even though the equipment is different for every user
since it is on different phones, we expect a similar re-
sult since phone microphones have really advanced in
recent years. The audio collected will be stored in WAV
(Waveform Audio File Format) format, at 16-bit Bit depth
and 16000hz sample rate, which is ideal for speech data
collection [41].

C. Storing the Data

We store speech data using Google’s Firebase?, which
is a NoSQL cloud storage that is a powerful, simple, and
cost-effective object storage service, easy to setup and use
for Android applications with a helpful analytics dashboard.
The audio files will be stored as WAV files accompanied
by the ID of the user, their Age, Nationality, gender, and a
Boolean value for the audio file that refers to its validation.
We have a mother collection that contains every word,
and for each one, it has a collection that will store every
recording from the users for that specific word.

D. Legal Requirements for Collecting Personal Data

The legal requirements for collecting personal data
depend on the country or region where the data is being
collected. However, some common legal requirements in-
clude [42]:

e Consent: Individuals must give their consent for
their personal data to be collected. Consent must be
informed, specific, and freely given.

e Purpose limitation: Personal data can only be col-
lected for a specific and legitimate purpose. It cannot
be used for any other purpose without obtaining
further consent.

o Data minimization: Collect only the essential per-
sonal information needed to achieve the specific pur-
pose for which it is obtained.

e Storage limitation: Personal data should not be
maintained any longer than is required for the in-
tended use.

e Security: Appropriate technical and organizational
measures must be in place to guard against unautho-
rized access, disclosure, or loss of personal data.

It is important to note that there may be additional
requirements depending on the nature of the data being
collected and the specific legal framework in the country
or region where the data are being collected. We avoided
storing any personally identifiable information from volun-
teers like their first and last name or e-mail, since any such

IThe ArabAlg dataset is available at the following URL: https://github.
com/noukas/ArabAlg. For new versions, please contact the corresponding
author.

Zhttps://firebase.google.com/

https://journal.uob.edu.bh


https://github.com/noukas/ArabAlg
https://github.com/noukas/ArabAlg
https://firebase.google.com/
https://journal.uob.edu.bh

Int. J. Com. Dig. Sys. 15, No.1, 989-1005 (Feb-24)

¥

SRS
%)
Gle fiiay

“u’ 995

2,

10 Allgy

TABLE I. Comparison between different previous datasets (Part.: Number of Participants, Lang.: Langage)

Size  Topic Commands Part. Clips  Lang. Tool
count
Speech commands data-set | 3.8 IoT or 35 2618 105,829 EN Recorded By phone or lap-
[31] GB robotics top microphones
Database for ASC Recogni- | - - 16 40 1600 AR Recorded By Mobile phone
tion [32]
Arabic speech commands |434.12 IoT 40 30 12,000 AR /
dataset MB
General Conversation | - - - 30 - AR /
Speech Data
Spoken  command TV |- TV 10 100 10000  Arabic /
dataset, [35]
Arabic voice commands |- Human Com- 4 - 4000 AR Recorded by MATLAB
[36] puter Interac-
tion System
Dataset of Arabic Voice |- IoT 10 10 1000 AR /
Commands for Various
Speech Processing Tasks
[37]
Arabic Speech Commands |- IoT 2 30 600 AR /
Recognition  Using Py-
Torch and GPU [38]
Arabic Voice command to |- Human Com- 20 - 1600 AR /
help illiterate or blind for puter Interac-
using computer [39] tion System
Arabic voice commands IoT 36 12 432 AR /
based on the user’s pref-
erences to control a home
device [40]
ArabAlg (our dataset) 150.67 IoT and 148 100 2538 AR Recorded by Android Ap-
MB Robotics plication

data is required to be handled with extreme care for privacy
reasons. We also made sure There is no sign-in using a user
ID that could be connected to personal information.

E. Dataset Word Selection

We are employing a limited set of words to simplify
the capturing process, while still maintaining sufficient
variability for potential benefits in certain applications when
creating models from the data. We opted to construct our
vocabulary using 148 commands. This selection encom-
passes the numerical digits from O to 9 along with common
Arabic commands that are suitable for the Internet of Things
devices or robotics applications, such as words implying
movement, setting timers or temperature, controlling vol-
ume, functions, and so on.

FE. Data Structure

The audio data are stored in a collection, for every
command there is a folder that contains all the paths to
the audio files of that command with a single file. It is
also linked to the user’s id, nationality, age, gender, and a
Boolean (true/false) for whether the audio is verified or not.

G. Data Fields

Let’s begin by identifying and defining all the variables
and fields present in the dataset:

e User id: Is a String type Variable field that is unique
to every user, it helps track recordings from a specific
user.

o User age: String type field that represents the user’s
age. It ranges from (7-85)

o User gender: String type field that represents the
user’s gender. Either Male or Female.

o Nationality: String type field that represents the
user’s nationality.

e code: INT type field that contains an 8-bit unique
code for every command that we will use as a target
for the model.

e transcription: String type field that contains the

https://journal.uob.edu.bh
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transcription of the recorded word, also used as a
target for the model.

e Audio id: String type Variable field that is unique
to all the audio files present in the dataset.

e Audio url: String type Variable field that is unique
to the audio file and represents the exact URL link
of that file in the database.

e Verified: Boolean type variable that is unique to all
audio files: is true if that recording has been verified
and false otherwise.

This is an example of data instance:

e audio id: "Talky.06 7j53hrF”

e audio url:"firebasestorage.googleapis.com/v0/b
[/talky-76000.appspot.com/o/commands”

e nationality: ”Algerian”

e user_ age: ’19”

e user_gender: "Male”

e user_id: ”7j53hrFmwqbfxVOGXz0KAureoZD3”
o verified: false

e code: 706”

e transcription: "4 £

H. List of Commands

The first version of the proposed dataset contains around
148 commands. The dataset remains extensible in terms of
commands and records. The jnitial list is as follows:
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O S U VI [P WU N P S 2
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5. TALKY TOOL DESCRIPTION

For collecting the data we developed a lightweight
Android application, called TALKY, using Flutter and
Google’s Firebase that we deployed as a separate mobile
application 3. It has an intuitive UI/UX and depends on
native Arabic speakers to volunteer and try to help us
gather the audio necessary for us to make an impact on
improving Arabic speech recognition.

Android applications, as a category, encompass a broad
range of functionalities, and data collection applications
are no exception. When comparing Android data collection
applications with other types of data collection tools, such
as web-based or desktop applications, several differences
can impact the quality of data collection and the richness
of vocabulary. For instance: 1) Android data collection ap-
plications are designed to work offline, which is particularly
beneficial in areas with limited or no internet connectivity.
2) They can leverage native device features such as GPS and
the camera. These features enhance the types of data that
can be collected, allowing for more diverse and contextually
rich information. For example, a data collection app on
Android might capture not only audio but also images and
location data.

The primary purpose of TALKY is to collect high-
quality Arabic speech data through voluntary user partic-
ipation. Upon launching the application, users are greeted
with a user-friendly interface that guides them through the
data collection process. The first step involves providing
some basic information, including age, nationality, and sex,
which helps to ensure a diverse and representative data set.

Once registered, users embark on a journey to record
speech samples by pronouncing specific words provided by

3The source code is available here for free download: https://github.
com/elvirtuozo/my _talky
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TALKY. With a meticulously curated list of 148 words, the
application ensures comprehensive coverage of the Arabic
language, capturing a wide range of phonetic variations,
dialects, and accents. Each word is presented on the screen,
and users are prompted to record their pronunciation.
TALKY goes the extra mile in creating a seamless user
experience by allowing users to review and confirm their
recordings. After each word is pronounced, users have the
choice to either confirm or delete their recording. This
feature ensures that only accurate and high-quality speech
data is collected, maintaining the integrity of the dataset.
The TALKY tool boasts an intuitive and visually appealing
design, making the speech data collection process enjoyable
and engaging. It leverages state-of-the-art technologies to
enhance the clarity and quality of recordings, enabling users
to capture their voices with remarkable precision.

The impact of TALKY goes beyond individual contri-
butions. By aggregating speech data from a diverse range
of users, the application facilitates the creation of a vast
and representative Arabic dataset. This dataset serves as a
valuable resource for researchers, linguists, and developers
working on speech recognition, voice assistants, and ma-
chine learning applications in Arabic. Figure 3 shows the
general design of TALKY.

A. General use cases diagram

In order to illustrate the variety of ways that a user
might engage with a system, the use cases diagram is
being introduced. Figure 4 shows the use case diagram
of the TALKY application. The unregistered user is first
welcomed with a splash screen, then asked to select his
gender, age, and nationality from three drop-down lists.
Then he becomes registered and assigned a user id, only
then he can start recording the commands listed and gets the
ability to listen back to the recording to confirm or delete it
in case of maybe unwanted background noise. Every time
he records and confirms a word the next one shows on
screen until he finishes all of the commands.

B. Class diagram

Figure 5 Depicts the static structural diagram portray-
ing the TALKY system’s composition, which outlines its
classes, attributes, functions, and interconnections between
classes.

6. DAtA PREPROCESSING AND STATISTICS

After the period of collecting and recording, the obtained
data undergoes various treatments. Hereafter, we present
the preprocessing steps for the data and also provide some
statistics related to ArabAlg V 1.0.

A. Data Preprocessing

Speech data preprocessing refers to the techniques and
methods used to prepare speech data for use in speech
recognition or other natural language processing applica-
tions. We will employ some of the common techniques
outlined in [43], depending on the model.

e Data validation: We have carefully verified each
user record to ensure that it accurately matches the
transcriptions from our list. To maintain data accuracy
and reliability, we have implemented various quality
control measures. For example, we have checked the
metadata associated with the recordings to ensure that
speaker IDs and demographics are correctly linked
to the corresponding recordings and transcripts, thus
preventing any data integrity issues. Additionally, we
have conducted an acoustic analysis of the voice data
to confirm that it aligns with the expected characteris-
tics. We have also standardized punctuation, spelling,
abbreviations, and other elements across the transcrip-
tions through text normalization. Furthermore, we
have ensured that factors such as gender and accents
are well represented in the distribution of the data.
These rigorous quality control protocols helped us to
verify that our speech corpus adheres to the intended
specifications and can be depended upon for research
purposes.

o Speech data augmentation: Involves applying var-
ious transformations or modifications to existing
speech recordings to create new samples. The goal
is to simulate realistic variations that can occur in
real-world scenarios. Some common data augmenta-
tion techniques in speech recognition include: Pitch
shifting (i.e, Altering the pitch of the speech signal to
simulate different voice characteristics or vocal con-
ditions) and Noise injection (i.e, Adding background
noise or environmental sounds to the speech signal
to mimic different acoustic conditions. This helps the
model to become more robust to noisy environments).

o Normalization: This involves scaling the features to
a standard range, typically between 0 and 1. It ensures
that the features have equal weight during the training
process and improves the overall accuracy of the
model.

Consequently, data management and preprocessing is
the step that we have tried to focus on the most, by reason
of their importance for achieving great results. The quality
of the preprocessed data is directly linked to its impact on
the performance of the speech recognition system, so it is
really crucial to carefully optimize each step in the process.

B. Statistics

Herein, we conduct a comprehensive analysis of the
demographic characteristics within our dataset, focusing
on key factors such as age, region, and gender of the
participants. The age distribution revealed a diverse range,
with the majority of users falling within the age range of 22
to 27 years old as shown in Fig 6. Thus a diverse age group
in the dataset provides a broader context for the model to
understand how certain words or phrases are used differently
in different age cohorts. Additionally, an examination of
gender distribution uncovered that 59% of participants are
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Figure 5. TALKY’s class diagram

male and the rest are female (look at Fig 7). A diversity
of participants within each gender category (i.e speaking
styles, accents, dialects,... etc) underscores the importance
of gender inclusivity in our study.

https://journal.uob.edu.bh


https://journal.uob.edu.bh

Int. J. Com. Dig. Sys. 15, No.1, 989-1005 (Feb-24) .

nd

I

0
LR
4

N
N
o

Geographically, our participants spanned across ("Algiers”,
”Bouira”, "Boumerdes”, "Béjaia”, "M’sila”), with notable
concentrations in "Bouira” see Fig 8. This geographic dis-
persion helps in creating a more balanced and representative
model, reducing the risk of unintentional biases associated
with a particular region.

ArabAlg is a valuable resource for improving Natural
Language Processing (NLP) models by extracting diverse
and informative features from audio signals. One of the
feature extraction algorithms used is Mel-Frequency Cep-
stral Coefficients (MFCCs), which captures the spectral
characteristics of the audio signal, providing information
about the energy distribution across different frequency
bands. The inclusion of speaker-related features, such as
speaker embeddings and voice quality, enhances the model’s
ability to recognize and differentiate between speakers.
Additionally, background noise and environmental factors,
including noise level and identification of environmental
sounds, provide insights into the recording environment,
which can affect the robustness of NLP models. Language-
related features, such as language identification and ac-
cents/dialect analysis, also contribute to tasks where lin-
guistic variations are important.

7. EXPERIMENTAL ANALYSIS

In this section, our primary goal is to illustrate the
utilization of our dataset through the implementation of
a deep learning model. Our proposed approach holds the
potential to benefit other models as well. Specifically,
our focus lies in advancing Arabic command recognition
systems by formulating and training a model grounded in
the amassed dataset.

To achieve this, we employ a straightforward
Convolutional Neural Network (CNN) as outlined by
O’Shea and Nashashibi [44]. The primary task of this
CNN is to categorize spectrograms derived from the
recorded audio into image representations. It is important
to note that, while we acknowledge the constraint imposed
by the limited quantity of data, our primary objective is
to showcase the potential inherent in the gathered audio
dataset. The overarching aim is to pave the way for future
advancements in Arabic command recognition systems.

During the model training phase, we applied a series of
preprocessing steps, including data cleaning, normalization,
and augmentation techniques. The augmentation process
comprised straightforward methods such as modifying pitch
values within the range of -3 to +3 semitones, introducing
noise, and combining pitch alterations with noise. As a
result, three augmented audio files were produced for each
corresponding original recording.

A. CNN Architecture

e Input Layer: The input layer is defined using the
layers. Input function, taking the input shape as the

Frequency

[7 12] (12,17] (17,22] (22, 27] (27,32] (32,37] (37, 42] (42, 47] (47, 52]
Age

Figure 6. Age distribution in ArabAlg V 1.0

Figure 7. Gender distribution in ArabAlg V 1.0

Béjaia Algiers

5% 8%
Boumerdes
11%

Figure 8. Region distribution in ArabAlg V 1.0

parameter. The input _shape corresponds to the shape
of the input spectrograms.

Resizing Layer: The input is resized to a smaller di-
mension of 32x32 using the layers. Resizing function.
This latter samples the input spectrograms.

Normalization Layer: The normalization layer is
instantiated as norm_ layer and is used to normalize
the input data. The layer is fitted to the training
spectrograms using Normalization.adapt.

Convolutional Layers: The model consists of two
convolutional layers. The first layers.Conv2D has 32
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filters with a kernel size of 3x3 and applies the ReLU
activation function. The second layers.Conv2D has 64
filters with a kernel size of 3x3 and also applies the
ReLU activation function.

e Max Pooling Layer: After each convolutional layer,
a layers.MaxPooling2D layer is added to downsample
the feature maps by selecting the maximum value
in a pooling window. This helps reduce the spatial
dimensions.

o Dropout Layer: After the max pooling layer, a
layers.A dropout layer with a dropout rate of 0.25
is added. In order to avoid overfitting, Dropout ran-
domly sets a portion of the input units to 0 during
training.

o Flattening Layer: A layers.Flatten layer is added to
flatten the output of the previous layers into a 1D
vector, preparing it for the fully connected layers.

o Fully Connected Layers: The flattened output is fed
into layers. Dense layer with 128 units and applies
the ReLU activation function. A dropout rate of 0.5
is added after the previous dense layer to further regu-
larize the model. The final layers. The dense layer has
num_ labels units, which corresponds to the number
of classes in your Arabic command recognition task.
There is no activation specified for this layer, as it
will be followed by a softmax activation in the final
output layer.

e Qutput Layer: The last layers. Dense layer repre-
sents the output layer, which has num_labels units,
representing the predicted probabilities for each class.

B. Datasets Description

For the Dataset we will use two fractions of the one we
created, first we called it ”Mini-1"" consists of 6 commands:

e ) e e8¢ 430 ¢l ¢ JeSU

The second fraction, ”Mini-2”, consists of 35 command
words:

quw N tL_.>Ja LJLA.&U <w".°.JJ 4‘6_-.3 et uL&Jl 453\.9‘!

(As s (as (J.L‘.«SU (&j} (J...'é N (L}CSU (2=l

z..\.«__ft 454,4" 4;,\.\3’ 4L5'(> ‘d% ‘dj’ (rﬁ...« 44&...« (Cé

It is worth noting that these subsets encompass the com-
monly used commands in IoT smart devices. Furthermore,
this partitioning enables us to rapidly attain convergence in
the training process. On the other hand, we encompassed
data augmentation for both of the model training that
consists of pitch, noise, and pitch+noise.

C. Model Training using Mini-1 and Mini-2

For the Mini-1 dataset, we split the data 80% for
training and 20% for validating, out of a whole 772 audio
files belonging to 6 classes ( commands ) it was split as
695 files for training and 77 files for validation. After
splitting the data it is Transformed from waveforms to
spectrograms thanks to The Short-Time Fourier Transform
(STFT) [45]. This technique converts a time-domain signal
into the frequency domain by dividing it into overlapping
frames. After computing the STFT a new dimension is
added at the end of the tensor, effectively converting the
spectrogram from a 2D tensor to a 3D tensor. This is done
to match the expected input shape of convolutional layers
in TensorFlow. The resulting tensor can be used as input
for the convolutional neural networks to process the image
data.

After preprocessing the audio files it is run through a
sequential model with the following layers:

e Resizing Layer: This layer resizes the input to a
shape. It is used to standardize the input shape to
match the subsequent layers’ expectations.

e Normalization Layer: This layer performs normaliza-
tion on the input data, bringing it to a standardized
scale. It operates on the input shape.

e Conv2D Layer: This convolutional layer applies 32
filters of size 3x3 to the input. It produces an output
shape of (30, 30, 32), where the last dimension
represents the number of filters.

e Conv2D Layer: Similar to the previous layer, this
convolutional layer applies 64 filters of size 3x3 to
the previous layer’s output. Produce an output shape
of (28, 28, 64).

e MaxPooling2D Layer: This layer performs max pool-
ing over a 2x2 window, reducing the spatial dimen-
sions by half. It operates on the (28, 28, 64) input
and produces an output shape of (14, 14, 64).

o Dropout Layer: To avoid overfitting, this layer ran-
domly sets a portion of the input units to 0 during
training. It operates on the input (14, 14, 64).

o Flatten Layer: This layer flattens the input tensor to
a 1D vector.

e Dense layer: This fully connected layer has 128
neurons and applies a linear transformation to the
input. It operates on the previous output of the layer
as an input shape and produces an output shape of
(128).

e Dropout Layer: Similar to the previous dropout layer,
this layer applies dropout regularization to the input
(128).
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Figure 9. Training and validation graphs of Loss and accuracy using Mini-1

o Dense layer: The final dense layer has 6 neurons,
corresponding to the number of output classes. It
applies another linear transformation and produces an
output shape of (6).

In summary, the sequential model takes an input with
shape (batch, samples, channels) and passes it through a
series of convolutional, pooling, dropout, and dense layers.
The model has a total of 1,625,353 parameters, of which
1,625,350 are trainable. The model aims to classify the
input into one of six possible classes corresponding to the
commands of the Mini-1 dataset. As for the Mini-2, we ran
the same process of data augmentation and trained a similar
CNN model only modifying the parameters to suit the 35
classes (commands).

D. Results
1) Mini-1 Results

We ran the model for 25 epochs and got an early
stoppage at 14 epochs since we had used the EarlyStopping
callback. It monitors the validation loss and stops training
early if this monitored metric stops improving. for a final
result of val loss at 0.3469 and a val accuracy at 84%.
Figure 9 and Table II illustrate the obtained result.

TABLE II. Test results of the model using Mini-1

Val loss
0.3469

Loss
0.2280

Accuracy
0.9295

Val accuracy
0.8462

The confusion matrix provides a summary of the pre-
dicted and actual classifications made by the model on
the Mini-1 dataset. The matrix is organized into rows and
columns, where each row represents the instances in an
actual class, and each column represents the instances in
a predicted class. Figure 10 represents the confusion matrix
of the model using Mini-1.

il 1

el

e P e

Jawll ) R Jault

Figure 10. Confusion matrix of the model using Mini-1

2) Mini-2 Results

The Model that was trained on Mini-2, was run for
25 epochs and got an early stoppage at 19 epochs. The
final result of val loss was at 0.7279 and a val accuracy
of 83%. Table III summarises the obtained results. Both
training and validation graphs of Loss and accuracy using
Mini-2 are represented in Figure 11. The confusion matrix
of the model using Mini-2 is shown in Figure 12.

TABLE III. Test results of the model using Mini-2

Loss
0.3932

Accuracy
0.8813

Val loss
0.7279

Val accuracy
0.8363

E. Analysis and Discussion

Both models were trained for 25 epochs with an early
stoppage mechanism in place. The EarlyStopping callback
was used, which monitors the validation loss and stops
training early if there is no improvement in this metric.

For the Mini-1 Model, the training process stopped at
14 epochs due to the EarlyStopping mechanism. The final
validation loss achieved was 0.3469, indicating that the
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model was able to reduce the error during training. The
validation accuracy obtained was 84%, suggesting that the
model performed well in recognizing speech commands in
the validation set. This is an encouraging result, indicating
that the model has learned to generalize and make accurate
predictions.

On the other hand, the Mini-2 Model, trained on a
dataset containing 35 command words, stopped training at
19 epochs. The final validation loss for this model was

0.7279, which is higher compared to the Mini-1 model.
However, the validation accuracy achieved was 83%, in-
dicating that the model was still able to perform well in
recognizing speech commands despite the higher loss value.
This suggests that the model has learned to generalize
effectively on a larger vocabulary of command words.

In addition, data augmentation techniques were applied
to training data, including pitching from -3 to +3 and noise
injection. These techniques helped to increase the variability
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of the training data, enabling the models to better handle
variations in speech patterns and background noise.

It is important to note that the accuracy of the models
is directly related to the amount of data collected. Since
the precision of both models reached a plateau of 83-
84%, it suggests that collecting more data could potentially
lead to further improvements in accuracy. A larger and
more diverse dataset would provide the models with a
broader range of examples to learn from, enabling them
to generalize better and make more accurate predictions.

In summary, both the Mini-1 and Mini-2 models
achieved satisfactory results in terms of validation accuracy,
demonstrating their ability to recognize speech commands.
The early stopping mechanism ensured that the models were
trained until no significant improvements were observed.
The impact of data augmentation techniques was evident
in the models’ performance, enabling them to handle vari-
ations in speech patterns and noise. Collecting more data
in the future could potentially enhance the accuracy of the
models and further improve their performance in Arabic
Speech Commands Recognition tasks.

8. CoNcLusION

In this manuscript, we have introduced the creation
of a novel dataset named “ArabAlg” designed for Arabic
Speech Commands Recognition. The purpose of this dataset
is to bolster the integration of Arabic voice recognition
systems into smart devices and automated machinery,
laying a foundational basis for future investigations in the
realm of Arabic Speech Command Recognition. Our study
sheds light on the challenges and opportunities inherent in
the compilation and utilization of extensive datasets. To
demonstrate the efficacy of the ArabAlg dataset, we trained
a CNN-based model, achieving commendable results.
Through the application of data augmentation techniques,
we attained an accuracy of 84%.

However, we did not delve deeply into the optimiza-
tion of specific speech recognition algorithms or explore
the real-time performance of these systems in practical,
dynamic settings. Future research can delve into refining
and optimizing speech recognition algorithms specifically
tailored for the nuances of Arabic speech. This involves ex-
ploring advanced machine learning techniques, deep neural
networks, or hybrid models to further enhance accuracy and
efficiency.

It is noteworthy that, with a larger and more diverse
dataset, we anticipate a substantial improvement in the
model’s accuracy.

Looking ahead, we acknowledge the imperative to con-
tinue expanding our dataset to further enhance the per-
formance of ASR systems. This entails ongoing efforts to
engage users, refine data collection strategies, and explore

additional avenues for data augmentation. By addressing
these challenges and building upon our present endeavors,
we aim to facilitate the development of more precise and
reliable Arabic voice recognition systems in the Internet of
Things landscape.
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