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Abstract: The rapid growth of the online market, particularly in the digital realm, has spurred the need for in-depth studies regarding
marketing strategies through public opinion, especially on platforms like Twitter. The sentiments expressed in customer tweets hold
significant insights into their satisfaction or dissatisfaction levels with a service. Therefore, the use of ML algorithms in sentiment
analysis is imperative to detect whether such comments lean towards positivity or negativity regarding a service. This research focuses
on sentiment analysis towards three major e-commerce platforms in Indonesia: Tokopedia, Shopee, and Lazada, through the utilization
of Twitter. The classification process involves various stages, including preprocessing, feature extraction and selection, data splitting for
classification, and evaluation. The selection of both linear and non-linear SVM models as the focus of this research is based on their
ability to handle large and complex datasets. The linear kernel is chosen for its proficiency in cases with a linear relationship between
features and class labels, while the non-linear SVM provides flexibility in dealing with complex and non-linear relationships. Based on
the evaluation results of the SVM model on the dataset, it is found that the polynomial kernel provides the highest accuracy value of
93%, with a training data share of 85%. This model features strong prediction capabilities with a precision of 93% for negative and
93% for positive labels. Although the linear kernel and other kernels showed solid performance, the polynomial kernel provided the
most optimal results in the context of online marketplace sentiment analysis using data from Twitter
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A. Problem Statement

Indonesia’s diversity includes not only its geographical
and cultural landscape, but also its linguistic diversity. With
more than 700 regional languages spoken by various ethnic
groups and communities, Indonesia has an incredible wealth
of languages. While not all of these languages have official
recognition or are widely accepted, Bahasa Indonesia is
the official language of the country, used widely in official
proceedings, government, education, and media dissemi-

1. INTRODUCTION

Online marketplaces have become a significant force in
the global market, especially in Indonesia. They provide
various opportunities for businesses to promote their prod-
ucts and interact with potential customers. Through Twitter
features such as tweets, retweets, and hashtags, sellers can
build brand awareness, monitor market trends in real time,
and gather feedback from customers. Despite challenges
such as reputation management and privacy regulations,

Twitter remains an effective tool for supporting growth and
success in the online market. Indonesia is a country known
for its vast maritime territory, thousands of islands, and vast
land mass. It is also known for its rich cultural heritage,
diverse languages, and vibrant traditions. E-commerce has
emerged as an important driver in the country’s economic
growth, connecting millions of customers across the coun-
try, even in remote areas. Giants such as Tokopedia, Shopee,
and Lazada play an important role in this process. Through
technological advancements and strong logistics networks,
these platforms have driven wider access to products [1].

nation. Broadly speaking, languages in Indonesia can be
categorized into two main streams: standard languages,
which are subject to government regulations, and nonstan-
dard languages, which are characterized by the existence
of unofficial varieties in terms of grammar, spelling, and
pronunciation. Although everyday language use can vary
depending on the context, Indonesian remains the most
widely used language in daily communication [2] [3].
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B. Proposed Solution

The solution offered in the research is how ML can
help give weight to words found on Twitter social media.
method for improving word selection in documents in order
to achieve effectiveness and time efficiency in data analysis
when reading service comments whether they are classified
as good or bad. This approach will help in selecting
linguistic diversity in words in Indonesia.

C. Related Work

the relationship with previous research on ML is related
In the field of network security, machine learning (ML) has
been utilized to help detect SQL injection security attacks.
Several ML methods including KNN and NB have been
used for this purpose [4][5].

In addition to security attacks, ML can also be used to
detect the Cavendish, Mas and Horn varieties of bananas
using the SVM method [6].

research explores the power of ML in various areas
such as analyzing Tokopedia’s Twitter service using Naive
Bayes [7], reviewing Gojek’s app with KNN and SVM
[8], improving B2C E-Commerce experience with K-Means
and SVM [9], and analyzing Twitter user sentiment through
SVM [10].

In the healthcare industry, ML has the ability to detect
disease models such as diabetes, using the Decision Tree
and NB algorithms [11], and standing diseases using the
NB algorithm and KNN classification. It can also predict
heart failure [12] and classify malnourished toddlers using
the K-Nearest Neighbor algorithm [13] [14]. Tumor disease
detection using the CNN algorithm[15]

For indoor security, ML combined with Facial Recog-
nition Verification using the CNN method can work effec-
tively [16].

The next area of research is the ability of ML to
detect Javanese text characters in the context of Hanacaraka
writing using the CNN method which is known to carry out
classification well [17].

Based on previous research data, researchers have
gained a deep understanding of the ML context. Therefore,
we are interested in studying ML in service problems that
are often complained about on Twitter in Indonesia, with
a special focus on Tokopedia, Shopee, and Lazada. The
diversity of language variations in Indonesia means that
each word has a different meaning. To overcome these
challenges, researchers used the SVM classification method
to analyze and classify sentiment patterns from the collected
data.

2. RESEARCH METHODOLOGY

The Research Framework is a structure or plan of steps
that a researcher wants to apply in carrying out a study. The
Research Framework helps researchers to organize and plan

all the stages needed in the research process, from problem
formulation to data analysis and conclusion making. The
research framework can be seen in Figure 1
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Figure 1. Research Flowchart

A. Dataset Tweet Collection

At this crucial stage of our research, we explored
Indonesia’s vast world of online marketplaces, looking for
insights and sentiments expressed through reviews and
comments. Our focus revolved around keywords such as
”service,” “promo,” “cashback,” and “Indonesian online
marketplace.” These carefully selected keywords aim to
capture a comprehensive understanding of user experience,
promotional activities, and the overall landscape of the
online marketplace ecosystem in Indonesia [18] [19]

The dataset for our analysis covers the period from 20
December 2022 to 30 June 2023, and consists of 2,176
datasets. There are many user opinion vocabularies based
on which we got including Indonesian language diversity.
This language diversity is very unique to describe positive
and negative opinions. To collect this information, we used
Twitter API as a technique to collect twitter conversation
data. During the research, we processed to get the result
using jupyter notebook device with phyton programming
language.

B. Processing Data
1) Preprocessing

Preprocessing is an important part of data analysis,
which includes a series of important steps such as case-
folding, tokenization, stopword removal, and stemming.
Preprocessing functionally aims to improve the quality and
relevance of a collection of datasets.

The following is an explanation of the steps in prepro-
cessing:

1) Case folding is the step of changing all the text in
a sentence to lowercase with the aim of ensuring
uniformity and consistency in problems related to
letter variations.
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2) Tokenization is the arrangement of text or sentences
into small individual units, often words or phrases.

3) Stopword removal is another important pre-
processing step that involves removing common
words (e.g., “and,” “it,” ”is”) that do not add
significance to the analysis, simplifying the data set,
and reducing confusion.

4) Stemming is a step used to reduce words to their
basic form or base word by removing the ending of
the word. The purpose of stemming is to combine
words that have the same root so that it can increase
consistency in text analysis.

The main processes of preprocessing include remov-
ing irrelevant words, handling duplicates to ensure data
integrity, normalizing data to a consistent format, handling
outliers to prevent skewed analysis, and performing fea-
ture extraction to reveal underlying patterns in the dataset
[20] [21] [22]. By performing these preprocessing steps,
researchers create a cleaner, more standardized dataset that
becomes the basis for accurate and in-depth data analysis.
This preprocessing preparation can increase the effective-
ness of the subsequent analysis process to produce better,
more reliable, and implementable insights.

2) Labelling

Labeling in sentiment analysis is an important process
in ML, as a process for distinguishing and categorizing
sentiment expressions in sentence text. This step involves
assigning categories or labels to the text based on the gen-
eral sentiment being analyzed. Primarily used to decipher
the emotional tone of content, sentiment labeling typically
classifies text as positive, negative, or neutral. By utilizing
techniques ranging from traditional text analysis to ML
methods [23].

The main goal of sentiment labeling is to process raw
text data so that it can be understood more broadly, includ-
ing understanding the feelings contained in user-generated
content. These labeled data sets become a valuable source of
information for understanding patterns, trends, and general
attitudes that emerge from user responses to various topics,
products, or events [24].

Equipped with sentiment labels, this dataset plays a
crucial role in various fields, with applications including
social media analysis, market research, and customer per-
spective understanding. In social media, labeled sentiment
data allows for the exploration of user sentiments, providing
insights into the mood and collective opinions circulat-
ing within online communities. Market researchers use
labeled sentiment data to measure consumer reactions and
sentiments towards products and services, thus providing
information for strategic decision-making and marketing
campaigns.

The steps involved in the labeling process are elaborated
in depth in the illustration or Figure 2.

( start p{lWester
/A
v
If Comment -
positif

Yes
v Label Negative

=

Label Positive
v

\ 4 Label Negative =0

Label Positive =1

Figure 2. Steps for Determining Label Classification

3) Term Frequency-Inverse Document Frequency

Term weighting is an important process in text process-
ing that gives weight or importance to words or terms that
appear in text based on their relevance or occurrence in
context. The main purpose of term weighting is to measure
how words or terms affect their meaning or contribution to
a document or document collection [25] [26]

In text analysis, term weighting is usually done us-
ing techniques such as Term Frequency-Inverse Document
Frequency (TF-IDF). In this method, words that appear
frequently in a document but rarely appear throughout the
document collection are given a higher weight, as they are
considered more unique and informative. Conversely, words
that appear frequently in the entire document collection but
rarely appear in a single document are given a lower weight
[27] [28].

Here is the form of the mathematical equation:

1) Term Frequency (TF) The Term Frequency (TF)
value is obtained from the frequency of occurrence
of feature t in document d.
t
TFia=7 ey
2) Inverst Document Frequency The Inverse Document
Frequency value is obtained from the logarithm of
the number of documents n divided by df documents
containing feature t.

t
IDF,, = logB 2)

3) TFIDF The Term Frequency Inverse Document Fre-
quency (Wt) value is obtained by switching the TF
value with IDF.

TFIDF,4p =TF,4.IDF,p 3)
4) Split Data

Splitting data is the process of dividing a dataset into
different subsets for the purpose of model development and
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evaluation. The most important stage in creating an ML
model aims to avoid overfitting and validate the model
performance [29] [30].

In the context of machine learning, data division is
generally done into two parts:

e Training Set : This subset is used to train the
model. The model uses this data to adjust its internal
parameters during the training process.

o Testing Set : This subset is used to finally evaluate
the model performance, after the training process
is complete. This is an independent dataset that is
not used during the training or validation process,
providing a more accurate picture of the model’s real-
world performance.

This data distribution can be done randomly or based on
certain criteria such as time, location, or other characteris-
tics of the data. It is important to ensure that each subset
reflects the same distribution of relevant classes or features
to ensure the trained model performs well on new data [31].

C. Classification
1) SVM Linier

Linear SVM is a powerful and effective machine learn-
ing algorithm for data classification. The main goal is
to find the optimal hyperplane to clearly separate two
classes of data in the feature space. This hyperplane has
a maximum margin, which is the shortest distance between
the hyperplane and the closest points of both data classes.
Linear SVMs are particularly useful when data is inherently
separable by a line, plane, or hyperplane.

The learning process of a linear SVM involves the
optimization of an objective function that aims to maximize
the margin and, at the same time, minimize the norm or
quadratic norm of the model’s weight vector. Once the op-
timal hyperplane is found, the model can be used to predict
new classes of data by projecting the data into feature space
and measuring its distance from the hyperplane.

2) SVM Non Linier

Non-linear SVM is a variation of the SVM algorithm
that allows complex, non-linear separation between data
classes. In contrast to linear SVM which is only able to
find a linear hyperplane, non-linear SVM uses non-linear
transformation of the data into a higher dimensional feature
space. This allows SVM to find the optimal non-linear
hyperplane to clearly separate data classes.

The non-linear SVM learning process involves mapping
data into a higher feature space using kernel functions.
This kernel allows the SVM to compute dot products in
a higher feature space without explicitly computing data
transformations into that space. Thus, non-linear SVMs can
handle more complex separation between data classes.

SVM is a machine learning algorithm used for sentiment
analysis in tweet data. The model is trained with labeled
training data and used to classify tweets not seen in the
test data. The results can be sentiment analysis, tweet
categorization, or tasks according to research needs [7]
[32]. The following are the formulas in the non-linear SVM
vector space in Table I

TABLE I. Formulas In The SVM Vector Space

Kernel Function

Linear k(x,y) = (x - )]

Polynomial | k(x,y) = (x-y+ c)?

RBF K(x,y) = exp(=y - (x = y)%)
Sigmoid K(x,y) =tanh(y - (x-y) +c¢)

The accuracy of kernel SVM models is influenced by
hyperparameters, which project the two input vectors ’x’
and ’y’ into a higher dimensional feature space. These
hyperparameters are crucial in determining the model’s
ability to separate and classify data correctly.

D. Evaluation

researchers measure the accuracy and effectiveness of
the classification models used. For example, in medical
research, studies may classify patients as positive or nega-
tive for a condition based on test results. The confusion
matrix will help in measuring the extent to which the
model can identify positive patients (True Positive) or
negative (True Negative), as well as the extent to which the
model can make mistakes by classifying positive patients as
unfavorable (False Negative) or vice versa (False Positive).
Confusion Matrix is also used to calculate other evaluation
metrics such as accuracy, precision, recall, and F1-score,
all of which provide deeper insight into the performance
of the classification model in the research study. Using the
Confusion Matrix, researchers can measure and make more
accurate and reliable decisions on research results in various
fields [33] An example of a Confusion Matrix is presented
in Figure 3

Predicted Class

True Positive False Negative
(TP) (FN

Actual Class

False Positive True Negative
(FP) (TN)

Figure 3. Confusion Matrix

The evaluation of sentiment analysis models relies on
critical metrics such as Accuracy, Precision, Recall, and
F1 Score, each offering unique insights into the model’s
performance. Accuracy is a holistic measure of overall
correctness, representing the ratio of correctly classified
tweets to the total number of tweets. A higher accuracy
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score indicates the model’s proficiency in making accurate
predictions across the entire dataset [34].

On the other hand, precision delves into the model’s
accuracy in identifying positive sentiments. percentage of
tweets correctly classified as containing a positive response
to the total tweets predicted to have positive emotions.
A higher precision score signifies the model’s ability to
identify and classify positive sentiments accurately. The
Recall metric focuses on the model’s capability to capture
all positive sentiments within the dataset. It calculates
the ratio of correctly classified tweets containing positive
responses to the total tweets that contain positive emotions.
A higher recall score indicates the model’s effectiveness
in identifying a substantial portion of positive sentiments
present in the dataset. The F1 Score plays a crucial role
by balancing precision and Recall. As a harmonic mean of
precision and Recall, this metric provides a consolidated
evaluation of the model’s performance, especially when
there is a need to weigh the trade-off between accuracy and
Recall. In sentiment analysis on Indonesian online market-
place reviews, these metrics serve as valuable benchmarks,
guiding practitioners in fine-tuning their models to achieve
a harmonious balance between accurate classification and
comprehensive coverage of positive sentiments. This nu-
anced evaluation ensures that sentiment analysis models
meet the specific demands of analyzing sentiment in the
context of online marketplace reviews in Indonesia.

Accuracy is the percentage of total correct predictions
from the model.
TP+TN

Accuracy = €]
TP+FP+FN+TN

Precision is the proportion of correctly predicted posi-
tives out of all positive predictions made by the model
TP

Precision = ———— (®)]
TP+ FP

Recall (Sensitivity) is the proportion of true positives
correctly predicted by the model out of all true positive
instances TP

Recall = ———— (6)
TP+ FN

F1-Score is the harmonic mean of precision and recall,
providing a balance between the two metrics.
2 = recall = precision

F1-8 = 7
core recall + precision @

3. RESULT AND DISCUSSION
A. Dataset Tweet Collection

In this research study, the primary objective was to
analyze and mitigate positive and negative responses within
Indonesian online marketplace reviews. The dataset, com-
prising 1276 instances, was sourced from Twitter and con-

sisted of 538 positive and 738 negative responses.

Positive
42%

Figure 4. Pie Diagram Analysis

Seen in Figure 4, the results of e-commerce sentiment in
Indonesia, especially on the Tokopedia, Shopee, and Lazada
platforms, show that negative sentiment reaches 58%, while
positive sentiment is 42%. This indicates a decline in the
level of public trust in e-commerce services. This decline
can be caused by a variety of factors, including changes in
service policies, a decline in service levels, and a lack of
effective service promotion [35] [36].

The next process is feature extraction using the TF-IDF
method to represent textual information numerically. The
classification model utilized in the study was the SVM,
employing both linear and non-linear kernels. To compre-
hensively evaluate the model’s performance, the researchers
implemented eight different scenarios for splitting the data,
encompassing ratios of [0.6, 0.65, 0.7, 0.75, 0.8, 0.85,
0.9, 0.95]. The grid search was conducted over a range of
parameters, including the degree parameter [2, 3, 4, 5, 6],
C values [0.1, 1, 10, 100, 1000], and coefO values [0.0,
0.1, 0.5, 1.0].The evaluation of the model’s performance
was conducted through various metrics, including confusion
matrix metrics such as precision (Pre), recall (Rec), F1-
score (F1-scr), and accuracy (Acc). These metrics are based
on the outcomes of TP, TN, FP, and FN.In summary, the
study encompasses a comprehensive analysis of sentiment
classification in Indonesian online marketplace reviews,
considering different data split scenarios and employing
SVM with linear and non-linear kernels. The evaluation
metrics provided a nuanced understanding of the model’s
effectiveness in capturing positive and negative sentiments
within the dataset.

B. Spliting Data

In Table II, we can see the percentage of data sharing
between the training set and the testing set. The percentage
varies from 60% to 95%. The training data set consists of
a larger number than the testing data set, with the number
increasing as the percentage of data sharing increases. For
example, with a 60% data split, there are 1264 data in the
training set and 844 data in the testing set. Meanwhile,
with a data distribution of 95%, there are 2002 data in the
training set and 106 data in the testing set. This shows that
the greater the percentage of data allocated for training, the
greater the amount of data used to train the model.

https://journal.uob.edu.bh
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TABLE II. Training and Testing Data

Set (%) 60 65 70 75 80 85 90 95
Training 1264 1370 1475 1581 1686 1791 1897 | 2002
Testing 844 738 633 527 422 317 211 106

C. Model SVM Linier

Exploring linear SVM kernels is foundational in under-
standing their unique attributes and applications in machine
learning. Linear SVM is a versatile and widely utilized
algorithm known for its efficacy in scenarios where the
underlying data exhibits a linearly separable pattern. This
distinctive quality makes it particularly valuable in tasks
requiring a clear boundary to segregate different classes
within the dataset. One of the critical strengths of linear
SVM lies in its simplicity and computational efficiency.
The algorithm excels when the relationship between input
features and target variables follows a linear trajectory. The
linear decision boundary, often a hyperplane, enables the
algorithm to efficiently classify data points, making it well-
suited for high-dimensional datasets [37].

This research uses the SVM kernel as a comparison test
using eight split training data scenarios namely 60%, 65%,
T70%, 75%, 80%, 85%, 90%, 95%. The results of the linear
SVM kernel performance evaluation can be shown in Table
1.

TABLE III. Performance of SVM Linear

Kernel Persen %

Linier 80 88 95 91 | 93 | 83 | 87 | 90

where the explanation :

: Precision Negative Label
: Recall Negative Label

: f1-Score Negative Label
: Precision Positive Label
: Recall Positive Label

: f1-Score Positive Label

-0 a0 O W

The evaluation results on SVM with linear kernel
showed excellent performance, especially on split data of
90%, with the highest accuracy. The model could predict
negative labels with 92% precision and 96% recall and
positive labels with 94% precision and 94% recall. This
indicates that the model can correctly identify instances
that should belong to both categories, giving high fl-score
values for negative labels of 0.94 and positive labels of
0.92. This performance can be interpreted as a good balance
between precision and recall, resulting in a reliable and

effective classification model on the tested dataset.

In the context of sentiment analysis on online market-
places in Indonesia, the prowess of SVM with a linear
kernel at 90% training data share produced very impres-
sive results. The model’s high performance in classifying
customer reviews or comments can have a positive impact
in the context of e-commerce business. A precision of
92% in predicting negative labels demonstrates the model’s
ability to reduce the risk of providing inaccurate or harmful
information to consumers. On the other hand, the recall
of 96% on negative labels indicates the model’s ability to
detect and respond to the majority of reviews that may be
negative, enabling quick handling of issues or complaints.

The prediction of positive labels characterized by 94%
precision and 94% recall indicates that the model is very
good at identifying and highlighting positive customer
reviews. In the context of online marketplaces, this can
provide valuable insights related to product or service
elements that consumers favor. The high balance between
precision and recall, reflected in the high fl-score (0.94 for
negative labels and 0.92 for positive labels), indicates that
the linear SVM model has the potential to provide accurate
and valuable sentiment insights in an online marketplace
environment in Indonesia. A visualization of the Linear
kernel SVM performance using eight split data scenarios
specifically focusing on the classification report is presented
in Figure 5.

Spit Ratio

Figure 5. Performance of Precision, Recall, and F1-Score Linear
SVM

The model demonstrates high precision for negative
(92%) and positive (94%) labels, indicating its ability to
predict negative and positive reviews accurately. Addition-
ally, the model exhibits high recall for negative (96%) and
positive (94%) labels, showcasing its capability to capture
the majority of tweets that should be identified in both
categories. With high f1 scores for both labels (0.94 for
negative and 0.92 for positive), the model successfully
achieves an optimal balance between precision and recall,
providing reliable and effective sentiment predictions for
online marketplace reviews in the Indonesian context. Vi-
sualization of the performance of Linear kernel SVM using
eight split data scenarios specifically focusing on accuracy
values is presented in Figure 6
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Figure 6. Performance of Accuracy Score Linear SVM

The evaluation of the linear kernel SVM on a 90%
data split reveals its outstanding performance, achieving
the highest accuracy. Linear SVM proficiency in handling
high-dimensional datasets is particularly advantageous in
scenarios where the number of features is substantial. Its
ability to discern linear patterns in such datasets contributes
to its widespread adoption in various domains, including
text classification, image recognition, and bioinformatics
[38] [39].

Visualization of Linear kernel SVM performance using
eight split data scenarios, specifically focusing on the con-
fusion matrix report, is presented in Figure 7

Confusion Matrix:
Split Ration 0,9

Negative

Actua

Figure 7. Confution Matrix Linear SVM

Assessing the linear kernel SVM model’s performance
in a particular data split scenario provides insights into its
effectiveness in categorizing sentiments in online reviews.
These findings include 70 instances of accurately identify-
ing positive reviews TP and 49 cases correctly classifying
negative reviews TN. However, the model also exhibited 6
instances of mistakenly labelling reviews as positive when
they were negative FP and 3 instances of misclassifying
reviews as negative when they were positive FN. These
results shed light on how the linear SVM model handles
sentiment analysis in the context of online reviews on the
Indonesian online marketplace platform.

D. Model SVM Non-Linier

On the other hand, non-linear SVM Kkernels, such as
polynomial, radial basis function (RBF), and sigmoid, ex-
tend the model’s ability to handle non-linear and complex
relationships in the data. These kernels provide the flexibil-
ity to capture intricate patterns, allowing SVM to excel in
scenarios where decision boundaries are more complex or
exhibit non-linear behaviour. This comparison is critical as
it guides practitioners in choosing the appropriate kernel
based on the nature of the dataset and the underlying
patterns.

The advantage of non-linear SVM lies in its ability to
handle data with more complex structures and non-linear
relationships. Kernels such as polynomials can capture
interaction patterns between features, while RBF kernels
can manage highly non-linear relationships [40] [41]

It is important to note that kernel selection should be
based on the characteristics of the data. A linear kernel
may be more appropriate if the data has a clear linear
relationship. In contrast, a non-linear kernel may provide
better performance if the relationship between features is
complex and non-linear. In addition, sigmoid kernels can be
used to handle data that has rapid changes in growth rate,
and RBF kernels are generally very effective in managing
unstructured data with a lot of variation. This research
uses the SVM kernel as a comparison test using eight split
training data scenarios namely 60%, 65%, 70%, 75%, 80%,
85%, 90%, 95%. . The results of the Non-linear SVM kernel
performance evaluation can be shown in Table IV

TABLE IV. Performance of SVM Non-Linier

Persen %
Split | a b |c d | e f Acc.
60 86 192189 | 88 | 80 | 84 | 87
65 87 192189 89 | 82| 8 | 88
70 87 194190 | 9T [ 82 | 87 | §9
75 871921790 |89 | 82 8 | 88
Polynomial | 80 88 [ 86 [ 92 1 94 [ 82 | 88 | 90
85 93 | 96 | 94 | 93 | 90 | 92 | 93
90 92 | 96 | 94 | 94 | 89 | 92 | 93
95 90 |95 192 [ 9T [ 85 [ 88 | 91
60 82 192878 |73 ]8 | 84
65 | 84 [ 92 | 87 | 88 | 73 | 80 | 84 |
70 84 19318 9 | 77 | 83| 86
75 86 [ 94 190 | 9T | 80 | 85 | 88
Rbf 80 8 [ 96 | 9T [ 94 | 79 | 86 | 89
85 92 1 96 | 94 | 93 | 87 | 90 | 92
85 92 196 | 94 1 93 [ 87 | 90 | 92
90 89196 |92 94 | 84 | 88 | 91
95 86 [ 95 90 | 9T | 77 | 83 | 88
60 81 |91 [ 86 |8 | 72 [ 79 | 83
65 86 |91 [ 88 | 87 | 8T | 84 | 86
70 85 1921888 |79 | 8] 86
75 88 1821908 | 8386 | 88
Sigmoid 80 87 195 9T |93 | 82 | 87 | §9
85 89 9T 90 | 87 | 83 | 85 | 88
90 8 [ 93 9T |90 [ 85 | 88 | 90
95 88 | 97 | 93 | 95 | 81 | 88 | 91

Kernel

Performance evaluation of SVM with non-linear kernels
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showed performance variation depending on the kernel type.
In the polynomial kernel, the model achieved the highest
accuracy of 93% at 85% training data split, with 93%
precision for negative and positive labels, 96% recall for
negative labels and 90% for positive labels. The high f1-
score values at 94% and 92% indicate a good balance
between recall and precision. Meanwhile, the RBF kernel
gives an accuracy of 92%, with a precision of 92% and
93% for negative and positive labels, respectively. Recall
of negative labels is 96%, while recall of positive labels is
87%. This kernel gives an f1-score of 0.94 for negative and
0.90 for positive labels, indicating good performance, albeit
with a decrease in recall on positive labels. Although giving
90% accuracy, the sigmoid kernel showed good precision
of 89% for negative and 90% for positive labels but lower
recall of 93% for negative and 85% for positive labels. The
F1-score obtained was 0.91 for negative labels and 0.88 for
positive labels. In conclusion, kernel selection significantly
impacts model performance, and it is necessary to consider
the trade-off between precision and recall depending on the
application needs.

The Non-Linear Polynomial kernel SVM performance
across diverse split data scenarios is visually represented in
Figure 8, with a specific focus on the classification report.
This detailed illustration offers an in-depth exploration of
how the SVM navigates through the intricacies introduced
by varied training and testing data ratios, providing valuable
insights into its classification capabilities

Classification Metrics vs. Spiit Ratio for Kemel: poly
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075 0.80 085 0.90 0.95
Split Ratio

Figure 8. Performance of Precision, Recall, and F1-Score Non Linear
SVM Polynomial

Trained with an 85% split of the training data, the
polynomial kernel achieved remarkable precision rates of
93% for both negative and positive labels, highlighting
its accuracy in classifying instances in both categories.
Additionally, the model demonstrated outstanding recall
rates, reaching 96% for negative labels and 90% for positive
labels. The noteworthy f1-score values, standing at 0.94 and
0.92, underscore the model’s proficiency in striking a fine
balance between recall and precision, solidifying its robust
performance in sentiment analysis tasks.

Visualization of the SVM performance of the non-

linear rbf kernel using eight split data scenarios specifically
focusing on the classification report is presented in Figure
9

Classification Metrics vs. Split Ratio for Kernel: rbf
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Figure 9. Performance of Precision, Recall, and F1-Score Non Linear
SVM Rbf

Exhibiting precise predictions, the RBF kernel achieves
an impressive 92% precision for negative labels and 93%
for positive labels. Notably, it demonstrates robust recall
rates, especially for negative labels at 96% and positive
labels at 87%. The balanced performance is evident in
the fl-scores, with 0.94 for negative labels and 0.90 for
positive labels, underscoring the kernel’s effectiveness in
maintaining accuracy and equilibrium between precision
and recall in sentiment analysis tasks.

A visualization of the performance of the non-linear
sigmoid kernel SVM using eight split data scenarios specif-
ically focusing on the classification report is presented in
Figure 10

Classification Metrics vs. Split Ratio for Kernel: sigmoid
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Figure 10. Performance of Precision, Recall, and F1-Score Non
Linear SVM Sigmoid

On the contrary, the sigmoid kernel demonstrates com-
mendable precision levels, reaching 89% for negative labels
and 90% for positive labels. Despite this strength, it presents
a trade-off, as the recall values are comparatively lower,
standing at 93% for negative labels and 85% for positive
labels. The associated fl-scores reveal a balanced perfor-
mance, with 0.91 for negative labels and 0.88 for positive
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labels. This suggests that while the sigmoid kernel excels
in precision, it somewhat compromises recall, emphasizing
the importance of considering the specific requirements of
the classification task.

The visual representation of the optimal accuracy out-
comes within the eight split data scenarios, meticulously
explored by the researchers, is vividly depicted in Figure
11. This graphical illustration provides a compelling insight
into the nuanced variations and performance nuances across
different data splits. It serves as a valuable visual aid, of-
fering a comprehensive overview of how the SVM model’s
accuracy responds to diverse training data proportions. Such
visualizations play a pivotal role in unraveling the intricate
dynamics of model performance and contribute significantly
to the comprehensive understanding of sentiment analysis
in the context of Indonesian online marketplace reviews.

Accuracy vs. Split Ratio for Different Kernels
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Figure 11. Accuration of Svm Linier and Non Linier (Polynomial,
Rbf And Sigmoid)

In summary, the non-linear polynomial kernel emerges
as the top performer, boasting an outstanding accuracy
result of 93%. This conclusion underscores the pivotal role
of kernel selection in influencing the overall accuracy of the
Support Vector Machine model.

Visualization of non-linear kernel SVM performance
using eight split data scenarios that specifically focus on
the confusion matrix report is presented in Figure 12

Confusion Matrix:
Split Ration 0,85

Actual
Negative

Positive

Negative Positive

Predicted

Figure 12. Confution Matrix Non Linear SVM (polynomial)

In the evaluation results, 109 positive reviews were
correctly predicted TP, 70 truly negative reviews were also
correctly predicted TN, 8 reviews that were negative but
predicted as positive FN, and 5 reviews that were positive
but predicted as negative FN. The TP value reflects the
number of positive reviews accurately predicted by the
model, while TN reflects the number of negative reviews
successfully predicted. FP indicates reviews that were neg-
ative but predicted as positive, while FN includes positive
but negative reviews.

Visualization of non-linear kernel SVM performance
using eight split data scenarios that specifically focus on
the confusion matrix report is presented in Figure 13

Confusion Matrix:
Split Ration 0,85

Actual
Negative

Positive

Negative Positive

Predicted

Figure 13. Confution Matrix Non Linear SVM (RBF)

In the context of evaluating the linear kernel SVM model
in one of the data split scenarios, the following evaluation
results were obtained: TP of 109, TN of 68, FP of 10, and
FN of 5. The TP value reflects the number of truly positive
reviews correctly predicted by the model. On the other hand,
TN indicates the number of truly negative reviews correctly
predicted. FP reflects the number of reviews that should
be negative but are predicted as positive by the model.
Meanwhile, FN reflects the number of reviews that should
be positive but are predicted as negative by the model.

Visualization of non-linear kernel SVM performance
using eight split data scenarios that specifically focus on
the confusion matrix report is presented in Figure 14

In the evaluation results of the linear kernel SVM model,
we obtained a total of 37 TP, 21 TN, 5 FP and 1 FN. The
TP value reflects the number of reviews correctly classified
as positive, TN indicates the number of reviews correctly
classified as negative, FP represents the number of reviews
incorrectly classified as positive, and FN is the number of
reviews incorrectly classified as negative.
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Confusion Matrix:
Split Ration 0,95
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Figure 14. Confution Matrix Non Linear SVM (Sigmoid)

E. Comparasion Model SVM Linier and Non Linier

Understanding the advantages and limitations of linear
and non-linear SVM is important for effective model selec-
tion. While linear SVM can be advantageous in scenarios
with clear linear separability and computational efficiency,
non-linear kernels offer the flexibility to address compli-
cated real-world data relationships. The choice between
linear and non-linear SVM depends on the specific charac-
teristics of the dataset and the complexity of the underlying
patterns, emphasizing the importance of a comprehensive
comparison to make informed decisions in machine learning
applications. As seen in the table, the comparative results
of linear and non-linear kernel svm. The results of the
best performance comparison for linear and non-linear svm
kernels can be seen in Table V.

TABLE V. Comparison of Best Performance of SVM Linear and
Non-Linear

Kernel Persen %

Split | a b c d e f Acc.
Linear 60 92 1 95 |94 92|88 |90 | 92
Polynomial | 85 93 | 96 | 94 | 93 | 90 | 92 | 93
rbf 85 92 | 96 | 94 | 93 | 87 | 90 | 92
sigmoid 95 88 | 97 | 93 | 95 | 81 | 88 | 91

Analysis of the performance of the Support Vector
Machine (SVM) model with various kernel types on this
dataset provides valuable insights. In the linear kernel with
a 60% data split, the model showed a good precision level
for both negative (0.92) and positive (0.92) labels. Although
it had a slightly lower recall for positive labels (0.88),
the balanced fl-score (0.94 for negative labels and 0.90
for positive labels) indicates the model’s ability to provide
reliable predictions with an accuracy of 92%. With an 85%
data split, the polynomial kernel demonstrated outstanding
performance with precision of 0.93 for both labels, recall
of 0.96 for negative labels, and recall of 0.90 for positive
labels. High f1-score values (0.94 for negative and 0.92 for
positive labels) and an accuracy of 93% indicate the model’s

ability to deliver consistent and reliable results.With an 85%
data split, the RBF kernel showed strong performance with
precision of 0.92 for both labels, recall of 0.96 for negative
labels, and recall of 0.87 for positive labels. With high f1-
score values (0.94 for negative labels and 0.90 for positive
labels) and an accuracy of 92%, this model can provide
balanced and reliable predictions.

However, in the sigmoid kernel with a 95% data split,
the model exhibited low precision for negative (0.88) and
positive (0.95) labels. Although it had high recall for
negative labels (0.97), lower recall for positive labels (0.81)
resulted in lower fl-score values (0.93 for negative labels
and 0.88 for positive labels), with an accuracy of 91%.
In conclusion, the choice of kernel significantly impacts
the model’s performance, and a thorough understanding of
application needs is required to select a model that aligns
with the data characteristics.

From all linear and non-linear SVM kernels, it can be
seen that the best accuracy value is in the non-linear kernel
(Polynomial) at a split number of 85% training data. With
a prediction of negative label and positive label 0.93. recall
value of negative label 0.96 and Positive label 0.90. f1-score
balance value on Negative label 0.94 and Positive label
0.90. Visualization of the SVM performance of comparation
svm kernel linier dan non linier specifically focusing on the
classification report is presented in Figure 15

Accurasion
93,5
93
92,5
92
91,5
91
90,5 I
90
Linier Polynomial Sigmoid

Figure 15. Comparasion Best Performace of Kernel Linier and Non
Linier

The assessment of kernel performance reveals distinct
accuracy values across the different types. The Polynomial
kernel emerges as the frontrunner with an impressive ac-
curacy of 0.93, showcasing its proficiency in accurately
classifying data instances. Following closely, both the RBF
and Linear kernels demonstrate commendable accuracy,
recording values of 0.92 each. Meanwhile, the Sigmoid
kernel exhibits a slightly lower accuracy of 0.91. These
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accuracy metrics offer valuable insights into the respective
strengths and capabilities of each kernel, underscoring the
nuanced impact that kernel selection can have on the overall
performance of Support Vector Machine models.

4. CONCLUSION

Optimizing services to increase the number of visits and
positive comments on an online marketplace in Indonesia
is very important for companies and the user community.
some obstacles are indirectly difficult to achieve through
the application. such as which parts need improvement.
Researchers found an increase in negative sentiment (58%)
coupled with a decrease in positive sentiment (42%) on
the customer service side, which indicates a shift in pub-
lic perception which is most likely influenced by policy
adjustments, decreased service quality, and inconsistent
promotional strategies. effective.

In the context of machine learning models, based on the
results of evaluating the Support Vector Machine (SVM)
model on the dataset, it was found that the polynomial
kernel provided the highest accuracy value of 93%, with
training data sharing of 85%. This model has strong pre-
dictive ability with a precision of 93% for negative labels
and 93% for positive labels. In general, SVM is able to
provide a high accuracy value of 93%, giving an idea that
the analysis results are appropriate and correct for online
marketplace services

for future research suggestions from this research, the
research focus can be expanded to compare various machine
learning models, including Decision Trees, Random Forests,
Neural Networks, etc., to evaluate their effectiveness in
improving e-commerce services, customer satisfaction or
promotion satisfaction overall. whole.
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