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Abstract: Sentiment analysis plays a crucial role in extracting subjective information from various sources using natural language
processing techniques. It involves identifying opinions, attitudes, and emotions towards specific topics or documents. This study focuses
on evaluating the performance of machine learning, deep learning, and transfer learning algorithms in accurately classifying positive
and negative sentiments in Arabic comments. The study uses different machine learning and deep learning techniques, including the
use of Arabert. A transfer learning technique based on the BERT algorithm for Arabic language processing. Arabert is pre-trained on a
vast corpus of Arabic data, which allows him to capture complex Arabic-specific linguistic patterns. It is then refined onto a smaller
dataset of Arabic comments for sentiment analysis. The study will outline the important steps and processes involved in each approach,
highlighting their strengths, and comparing their performance. The utilization of deep learning and transfer learning techniques, such
as Arabert, has the potential to enhance sentiment analysis accuracy on Arabic comments. By comparing the performance of different
methods, the study aims to identify the most effective approaches for sentiment analysis in Arabic text. The findings of this research
have practical implications in improving sentiment analysis accuracy for Arabic language applications, particularly when working
with limited labeled datasets. The results can be valuable in fields like market research, customer service, and social media analysis,

providing insights into the attitudes, opinions, and emotions expressed by Arabic-speaking users.
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1. INTRODUCTION

Arabic, one of the important Semitic languages, is spo-
ken by more than 500 million people and is the administra-
tive and official language of over 21 countries [1]. Its word
morphology is complex compared to English, and its vari-
ous dialects add to the language’s richness and complexity.
Modern Standard Arabic (MSA) is used for formal writing,
while dialectical Arabic (DA) is used for informal daily
communication. Additionally, Arabizi, a form of Arabic
language used on social media, is becoming increasingly
popular. Despite its widespread use, research in the field of
modern computational linguistics has been limited for the
Arabic language, with named entity recognition (NER) and
sentiment analysis (SA) being the most challenging tasks
in Arabic Natural Language Processing (ANLP) [2], [3].

The Arabic language poses several challenges for nat-
ural language processing (NLP), such as morphological
complexity, script complexity, ambiguity, diacritics, and

dialects. Arabic words can take on many different forms
due to the rich system of inflection and derivation, making
it challenging to identify the root form of a word [4]. Arabic
script is written from right to left, which can be challenging
for NLP algorithms designed for left-to-right scripts [5].
Arabic words can have multiple meanings depending on
the context in which they are used, and diacritical marks
can change the meaning of a word, further complicating
the task [6]. Furthermore, each dialect can have its own
unique vocabulary, grammar, and pronunciation, making it
difficult to develop NLP algorithms that work well across
all dialects [7].

However, researchers have made significant progress in
recent years, including the development of pre-trained mod-
els like ARABERT and other language models [8]. These
advancements are beginning to address the complexities of
Arabic NLP, signifying a burgeoning area of research with
substantial future potential.
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Our objective is to employ a range of machine learning
algorithms, including deep learning techniques, on Arabic
text comments written in Arabic script. Through this explo-
ration, we aim to underscore the unique advantages of each
algorithm. Within this study, we delineate and elucidate
the processes and critical stages of each approach we
evaluate. Our goal is to identify the methodology that best
accomplishes the task of classifying comments accurately
into their respective positive and negative categories.

The rest of this article is organized as follows: in the
next section we will discuss the related work, we then de-
scribe the proposed methods, namely that based on machine
learning, deep learning, and transfer learning. The results of
the experiments and the evaluation measures are given in
sections 5 and 6. A conclusion and some perspectives of
this work are presented in the last section.

2. RELATED WORK

Sentiment analysis in Moroccan Arabic, also known
as Darija, is an active area of research within the natural
language processing field, with numerous challenges pre-
sented by the unique features of this dialect. Recent studies
look to expand sentiment analysis to cover the breadth
of Moroccan linguistic diversity, tackling both Arabic and
Latin scripted dialects [9]. Methodologies include different
algorithms, such as Naive Bayes and Random Forests, for
classifying sentiment in social media content, with one
study showing the utility of multiple classifiers in analyzing
Twitter comments [10]. In the context of Arabic social me-
dia text processing, there are specific challenges due to the
diglossia nature of the language, use of roman script, and
code-switching [11]. Ensemble learning techniques have
been proposed to enhance sentiment analysis accuracy in
Moroccan Arabic, exploiting the strength of different feature
selection methods and classifiers to improve performance
[12].

The research conducted by N. Habbat, H. Anoun, and
L. [13] builds upon previous work in sentiment analysis
and topic modeling, with a focus on Arabic social media
during the COVID-19 pandemic. Their study specifically
examines Moroccan Arabic tweets, revealing insights into
public sentiment and prevalent topics during this crisis.
By achieving high accuracies, particularly with logistic
regression classifiers reaching up to 68.80%, their work
demonstrates the effectiveness of adapted ensemble ap-
proaches for sentiment analysis in Arabic social media.
This research underscores the importance of understanding
linguistic nuances in dialectal Arabic for accurate sentiment
analysis and broader applications like public opinion anal-
ysis.

Abdul-Mageed and Kubler [14] developed SAMAR, a
hybrid system that combines lexicon-based and machine
learning techniques for the sentiment analysis of Arabic so-
cial media content. The system showcased promising results
in evaluating a dataset composed of diverse Arabic social
media texts. They further described the system’s architec-

ture, dataset characteristics, and the evaluation methodology
which included a comparison with other prominent systems
dedicated to Arabic sentiment analysis.

Errami et al. [10] addressed the sentiment analysis of
Moroccan dialect using machine learning techniques and
social media content. They curated a dataset of Moroc-
can dialect tweets and applied a range of preprocessing
steps before employing various machine learning models,
including SVM, NB, and RF to classify the tweets across
sentiment classes. The SVM model emerged superior with
an impressive accuracy of 8§0%.

A study by Duwairi and Qarqaz [15] extended this work
to a more general set of Arabic social media comments.
Exploring different feature representation techniques, they
achieved the best precision with an SVM classifier, con-
firming the efficiency of machine learning approaches in
recognizing complex patterns in Arabic sentiment analysis.

3. DATA AND METHODOLOGY
A. Machine Learning Approach

Conducting sentiment analysis on Facebook comments
written in Modern Standard Arabic (MSA) or Dialectal
Arabic (DA) using a machine learning approach involves a
series of essential steps. The process is depicted in Figure
1, and in the subsequent sections, we will delve into the
primary tasks associated with each step.

Normalization
Internet

Classification:
‘ SVM,TD,MNB

‘ Segmentation ‘

LRand
Xgboost

’ Remove “stop words”
l R non-Arabic words ‘

e 8

Emoticon detection and
conversion

Training
+ test

JuBWWOod
anIsod

Correction of elongated
words

JuaWWod
annesan

Remove special characters

Data collection Polarity detection

The preprocessing phase Stemming

Figure 1. Steps in the proposed process for sentiment analysis

1) Phase 1: Data collection

The proposed machine learning process is currently
undergoing testing using Facebook comments [16] related
to Morocco’s parliamentary elections on October 7, 2016.
The data was obtained from the Internet and comprises a
total of 10,254 comments. Among these, 3,673 comments
have been annotated as positive, while 6,581 comments have
been annotated as negative (see Figure 2). The annotation
of the collected comments was done using crowdsourcing,
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where a group of professional volunteers manually deter-
mined the sentiment polarity of each comment (as shown
in Figure 3).

Number of positive and negative comments.

POSITIVE

NEGATIVE

Figure 2. Graph representing the number of positive and negative
comments.

To evaluate the model’s performance, the dataset is
divided into two parts: the training data and the test data.
Initially, the model is trained using the training dataset, and
once it has learned from this data, its effectiveness is tested
using the separate test dataset.

Input variables are automatically extracted from the
corpus formed from preprocessed comments using n-gram
extraction and TF/TF-IDF weighting schemes. And there-
fore, we precede a supervised learning sentiment analysis

variables in the form of words or word sequences for
classification purposes. The effectiveness of this preprocess-
ing significantly impacts the performance of classification
models and the final outcomes of the analysis.

This initial step starts with text cleaning and standard-
ization, involving the removal of punctuation, symbols,
repeated letters, stopwords, or words that do not contribute
pertinent information to the subject under investigation. Fol-
lowing this, the text undergoes tokenization, which involves
breaking it down into individual lexical units or tokens.
In the context of modern or dialectal Arabic text, these
units are often more intricate as they frequently consist
of multiple words. Therefore, stemming becomes a crucial
task. In our approach, we drew inspiration from the "light10
stemmer" proposed by Larkey et al. in 2007 [17], which
involves the elimination of common prefixes and suffixes
found in tokens within modern Arabic language text. The
following table ( I) shows an example of preprocessing a
comment:

TABLE I. EXAMPLE OF PRE-PROCESSING OF A COMMENT

Treatment Result
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Figure 3. Extract from the database

2) Phase 2: Pre-processing

Text preprocessing plays a pivotal role in the sentiment
analysis research process. Its primary objective is to extract
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https://journal.uob.edu.bh


https://journal.uob.edu.bh

b
£y
£y

5‘ e 3
H

)
450 e Abdellah Ait elouli , et al.: Sentiment Analysis from Texts Written in Standard and Arabic Dialect.
Removing B R e g“L“ 055 Ml
Stop Words . " : wlom )
P t‘”)ﬁ N CK 6‘7“\ b sla d\ﬁjj ‘ R Then, to extract the important terms, we calculate the
Ale Lsle CW‘ s col Gy Term Frequency (TF) or Term Frequency-Inverse Document
) N ) N Frequency (TF-IDF) after using the n-gram technique.
sk 33
n-gram approach
- - - The n-gram approach [19] is a technique used in natural
Stemming 2 e Y s dly B = l language processing to represent text as a set of contiguous

s ) Aigle L:’ucwyu\b

The Cleaning and Standardization part consists of:

e Keep emojis: We do not delete emojis during pre-
processing. However, they are replaced by a mean-
ingful word; if it is a positive emoji (e.g., &, &, &)
it is replaced by

a3l

otherwise, if it is a negative emoji (e.g., @, &), @)
we replace it with

o Remove HTML tags, as well as any Latin characters.
e Delete emails and URLs.

e Suppress diacritics(

<Qj£_~<u¢ fo}f;h:é@\:ff@wu)tpb

e Remove Tatweel (—) « Tatweel is an essential ele-
ment of Arabic typography, used to elongate charac-
ters and add beauty to calligraphy ».

o Insert a space before and after all non-Arabic numer-
als or the Arabic alphabet and the Latin alphabet or
the 2 square brackets, and then insert a blank space
between the words and the numbers or the numbers
and words.

e Replace the repetition of more than 2 non-numeric
characters by 2 of this character.

e Replace the Hindi numbers with the standard carac-
tere. Ex: 5qqy < 5991

e Remove punctuation.

3) Phase 3: Extracting and Selecting Variables

From the cleansed and standardized textual data, we
obtain terms (simple and compound) extracted from the data
collection [18]:

sl Gs3y im jser O b Al 5 s Wl
Lle mad s il Do (g 3 O o 8

sequences of n items. These items could be words, letters,
or other units of text, depending on the application. For
example, in the case of n = 2, the approach would create
a set of all possible pairs of consecutive words in a given
text, called bigrams. In the case of n = 3, the approach
would create a set of all possible sequences of three
consecutive words, called trigrams, and so on. The n-gram
approach is used for various natural language processing
tasks such as language modeling, text classification, and
machine translation. It has been widely used in traditional
statistical approaches to natural language processing, and it
is also utilized in modern deep learning techniques such as
convolutional and recurrent neural networks.

Calculate TF and TF-IDF weighting

The TF-IDF [20] (Term Frequency-Inverse Document
Frequency) method is a common weighting technique em-
ployed in information retrieval, especially in the field of
text mining. This statistical measure allows us to gauge the
significance of a term within a document (in our context,
each comment is treated as a document) relative to a
larger collection or corpus. The weight assigned to a term
increases as it appears more frequently within the document,
and it also varies depending on how often the term appears
across the entire corpus. Modified versions of the original
formula are frequently used in search engines to evaluate
the relevance of a document in response to a user’s search
criteria.

To rank terms by their importance, the TF-IDF weights
of terms within the collection are computed using the
following formulas, leading to the creation of a comment-
term matrix (as depicted in Figure 4).

The Term Frequency (TF) for a term i in a comment j
is calculated as:

. occurrence of term i in comment j
TF(@,j) = - ; (D
number of terms in comment j

The Inverse Document Frequency (IDF) for a term i is
calculated as:

N
number of comments containing term i

(@)

IDF(i) = log(

where N is the total number of comments.

The TF-IDF weight for a term i in a comment j is then

https://journal.uob.edu.bh
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calculated as:

TF-IDE(, j) = TF(, j) X IDF(i) 3)

Hame: sentence, Length: 198254, dtype: abject
{ITfidfVectorizer

B.11374113733967565 {11636 ,8)
@. 2634897 728534907 (969 @)
8.17376415583259466 (128356 ,8)
B.28712733746281924 {13188 ,8)
2.32396002403508204 {lea4s ,0)
@, 2589487 782297278 (7359 @)
8.3436683487827287 (469@ ,2)
8. 515053232789223234 (873 ,@)
B, 3592925904160064 (2376 ,@)
B.18136173409421277 (8278 ;@)
B, 25619375693614505 (1978 ,8)
B,14815360637 288472 (13292 ,8)
@.3539728562633428 (9321 ,1)
B,.19279354404524138 (5745 ,1)
@.330l4e283 20020034 (8886 ,1)

Figure 4. Example comment-term matrix with tf-idf weighting.

Each term has a higher weighting than other weights,
which will be important in the document to which it
belongs. Finally, candidate key terms are selected, then
ordered by importance, and finally, the most important
comments are selected as key terms. At the end of this
step, we obtained data ready to train the learning model.

4) Phase 4: Classification of Comments

To classify comments, we applied 5 supervised clas-
sification algorithms (implemented on Python software):
Logistic Regression (LR), Decision Tree (DT), Support
Vector Machines (SVM), Multinomial Naive Bayesian, and
the famous XGBoost algorithm. We try to explain each one
of them:

Logistic Regression (LR)

Logistic regression is a prediction model that associates
a vector of random explanatory variables with a binary or
multinomial dependent variable. It uses a logistic function
(sigmoid) to predict classes rather than continuous numer-
ical values. The model produces a bounded logistic curve
between 0 and 1 [21].

Support Vector Machines (SVM)

SVMs are supervised learning techniques used to cate-
gorize text. They seek to determine separating hyperplanes
that optimize the minimum distance between the training
examples and the separation boundary. SVMs also make it
possible to transform the data representation space into a
larger space through kernel functions [21], [22].

Decision Tree (DT)

Decision trees are simple and interpretable classifiers.
They divide the data space into subsets based on attribute-
value conditions and are often used for data mining and
emotional analysis [21].

Multinomial Naive Bayesian

The naive Bayes classifier is based on Bayes’ theorem
and assumes that the effect of an attribute value on a given
class is independent of other attributes. It is used to predict
the probability of belonging to a specific class [22].

XGBoost

XGBoost, an algorithm introduced in 2015, is known
for its power in Machine Learning. It is used for regression
and classification. XGBoost is a supervised learning algo-
rithm that incorporates regularization mechanisms to avoid
overfitting, while maintaining good performance on large
amounts of data [23].

In sum, this article explores various machine learning
models, explaining their principles and applications. Each
of these models has unique advantages and characteristics
that make them suitable for different types of prediction and
classification problems.

B. Deep Learning Approach
1) Neural Network approach

Regarding data collection and preprocessing, this model
follows the same processes as the previous model, and they
differ from the previous model in the Comment Classifica-
tions phase, as shown in Figure 5 below.

@D collection )

Data preparation and filtering
Preprocessing

Tokenisation
v
Comments Normalization
v
Remove stop words

&
Normalized data

i

[ . . Term extraction (Simple and compound)
Test data Training data .
Calculate TF-IDF

List of t —>
erms weighting

Segmentation

Standardized test data Standardized training data

Model :Neural network
—

\ Positive or
g messtive

opinion

Entries | >- - _.
- W e o
@@

Features identified by the algorithm

Data
transformation

Figure 5. Architecture based on neural networks

Our neural network model consists of an input layer
that does not exceed 300 words transformed into a matrix
of numbers following the TF-IDF method, an intermediate
layer, then a Relu activation function, and the dropout
function, then an output layer, and the sigmoid function.
(see Figure 6 below):
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Figure 6. Our model of Neural Networks

2) Transfer learning approach using ARABERT

Since ARABERT is presented as an extension of the
famous BERT algorithm, it is therefore obvious to start the
latter in the first paragraph before seeing ARABERT in the
next paragraph.

a) BERT [24]

BERT, which stands for Bidirectional Encoder Rep-
resentations from Transformers, is a state-of-the-art deep
learning model that has revolutionized natural language
processing (NLP) tasks. At the heart of BERT lies the
transformer architecture, which has become the backbone
of many successful NLP models. Transformers are neural
networks designed to capture the contextual relationships
and dependencies within a sequence of words or tokens.
Unlike traditional recurrent neural networks, transformers
employ self-attention mechanisms to model long-range de-
pendencies efficiently. This allows BERT to capture rich
contextual information from both the left and right contexts
of each word, enabling it to understand the nuances and
intricacies of natural language. With its pre-training and
fine-tuning approach, BERT has achieved remarkable per-
formance across various NLP tasks, propelling it to become
a widely adopted model in the research community.

b) ARABERT [8]

ARABERT is an extension of BERT specifically de-
signed for the Arabic language. Developed by a team of
researchers, ARABERT takes advantage of the powerful
language modeling capabilities of BERT and tailors them
to address the unique characteristics and challenges of
Arabic text. Arabizi, a mixture of Arabic and Latin char-
acters commonly used in online communication, poses a
significant challenge for Arabic NLP. AraBERT addresses
this challenge by incorporating a pre-training phase that
utilizes large-scale Arabic text data, allowing the model
to learn Arabic language representations effectively. With
the ability to capture the nuances of Arabic language,
AraBERT has demonstrated remarkable performance on
various Arabic NLP tasks, including sentiment analysis,
named entity recognition, and text classification. The avail-
ability of AraBERT has greatly empowered researchers and

practitioners working with Arabic text, enabling them to
leverage the power of transfer learning and achieve state-
of-the-art results in Arabic NLP applications.

The ARABERT architecture is based on the concept of
transfer learning, which consists of completing the training
of a machine learning model, previously trained to solve
a given task, in order to allow it to solve a similar task.
Indeed, the model used is already pre-trained on a large
database (for ARABERT 70 GB of data) and our database
will only be a last layer where we exploit its training results
obtained. (see figure Figure 7 below)

Self supervised

- Model
Arabert

Wikipedia, New
articles

Large Unlabeled
datasets
General
Knowledge Language
Understanding
Smaller labeled

supervised
dataset ) -Better Performance
i -Faster Traininy
our - Sentiment g
analysis
data

Figure 7. Transfer learning scheme

The final ARABERT architecture is given by the figure
8 below:

Negative opinion

Positive opinion

[ ] |

ENCODER ‘

ENCODER
[ [ 1 | |

ENCODER ‘

w T

Preprocessing

N vee

l’I

| AL STl oS A §ﬂ| el daw |

Figure 8. ARABERT architecture

4. EvVALUATION MEASURES

The evaluation of sentiment analysis applications is
determined through experimental testing using test data. In
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the case of binary classifiers, various performance metrics
are employed, which rely on specific parameters. These
metrics are applied after a binary classifier has been used
on a test dataset, and the results are typically represented
in a format like Figure 9 (for specific details, refer to Table
1D).

™
=
.
o
o

. [+]
. LI 5 0 o
«* TP* FP o
- -. e O (o] 0
. . o o

Figure 9. Evaluation measures

The terms "positive" and "negative" in this context
refer to the sentiment or prediction orientation made by
a classifier. Meanwhile, "true" and "false" indicate whether
these predictions align with the actual outcomes, as outlined
below:

e True Positive (TP): represents the count of positive
instances correctly predicted as positive.

e False Positive (FP) signifies the count of negative
instances incorrectly labeled as positive.

o True Negative (TN) indicates the count of negative
instances correctly classified as negative.

e False Negative (FN) denotes the count of positive
instances erroneously marked as negative.

TABLE II. Table of Contingencies

Real Positive Real Negative

Positive Test True Positive  False Positive
Result (TP) (FP)
Negative Test False Negative True  Negative
Result (FN) (TN)

Accuracy

In binary classification, accuracy quantifies the propor-
tion of correctly predicted instances compared to the total
number of instances predicted. It is calculated as:

TP

Accuracy = TP+ FP “4)

Recall
Recall, also known as sensitivity, is defined as the
count of true instances correctly predicted among all the

actual instances, including both true positives and instances
incorrectly predicted as positive:

TP
Recall = ——— @)
TP+ FN

Measure F

The F-measure is a combined metric that considers both
precision and recall. It can be calculated as follows:

Fon Precision - Recall

(6)

" Precision + Recall
For different emphasis on precision or recall, the F-
measure can be adjusted with S3:

P (1 + ) - Precision - Recall
P~ B2 Precision + Recall

(N

5. RESULTS AND DISCUSSION
A. Using Machine Learning Algorithms

The combination of extraction and weighting schemes
allowed us to test six different configurations , for which
we applied two different approaches: Tf and TF-idf. Each
dataset was divided into two subsets: 80% for training,
20% for testing. The table below (Table III) summarizes the
results of the experiments carried out. For each configura-
tion, we presented the following metrics: VP, VN, FP, FN,
accuracy, Recall, Flscore. The following table III represents
a summary of the results found:

Results

As shown in Table III, we summarize the classification
results by configuration, demonstrating the performance of
various classifiers across different feature extraction and
weighting techniques.
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TABLE III. Summary of Classification Results by Configuration

Configurations Classifiers VP(%) VN(%) FP(%) FN(%) Accuracy Recall F1 Score

Unigram/TF SVM 71 82 29 18 78% 78% 78%
TD 61 78 39 22 72% 72% 72%
LR 68 86 32 14 80% 80% 80%
MNB 72 84 28 16 79% 79% 79%
Xgboost 57 91 43 9 79% 79% 80%

Unigram/TF-IDF SVM 67 86 33 14 79% 79% 80%
TD 60 75 40 25 70% 69% 69%
LR 62 92 38 8 82% 82% 82%
MNB 72 83 28 17 79% 79% 79%
Xgboost 57 90 43 10 79% 79% 80%

Bigram/TF SVM 53 89 47 11 76% 76% 77%
TD 80 41 20 59 54% 54% 54%
LR 48 91 52 9 76% 76% 78%
MNB 66 74 34 26 71% 71% 71%
Xgboost 45 91 55 9 75% 75% 77%

Bigram/TF-IDF SVM 53 88 47 12 76% 76% 77%
TD 40 85 60 15 51% 51% 53%
LR 46 91 54 9 75% 75% 77%
MNB 68 74 32 26 72% 72% 72%
Xgboost 49 87 51 13 74% 74% 75%

(Unigram+Bigram)/TF SVM 68 86 32 14 80% 80% 80%
TD 59 80 41 20 73% 73% 73%
LR 65 89 35 11 81% 81% 81%
MNB 71 83 29 17 79% 79% 79%
Xgboost 57 90 43 10 79% 79% 79%

(Unigram+Bigram)/TF-SVM 53 88 32 12 76% 76% 76%

IDF
TD 66 68 34 32 67% 67% 66%
LR 63 91 37 9 81% 81% 82%
MNB 68 74 32 26 79% 79% 79%
Xgboost 67 82 33 18 77% 77% 76%

Discussion e With the MNB algorithm, excluding the Bigram

For the Logistic Regression algorithm, we observe
that the results are relatively stable (between 80%
and 82% accuracy) across both TF and TF-IDF
approaches for Unigram and (Unigram + Bigram)
combinations. However, the Unigram configuration
with the TF-IDF approach shows a slight advantage,
achieving an accuracy of 82%, even though this
model’s training success is only 89%. The Bigram
configuration, on the other hand, yielded less remark-
able results with both approaches.

The Decision Tree algorithm performed best with
the (Unigram + Bigram) combination using the TF
method, reaching a 73% success rate. Other ap-
proaches yielded modest results, especially the (Bi-
gram + TF-IDF) method, which only achieved a 51%
success rate, despite the models being well-trained
across all configurations (99.9% training success).

approach, all configurations resulted in a 79% ac-
curacy rate. A relatively stable recall rate of 84%,
and an F1 score of 84% for negative sentiments and
about 70% for positive sentiments were observed.
These models were well-trained, with more than 95%
training success. Notably, better results across all
configurations were obtained for negative sentiments.

The SVM algorithm showed that all models are well
trained, with 5 out of 6 configurations exceeding 99%
in training success. The best result was obtained with
the (Unigram + Bigram) configuration using both
approaches, achieving 81% success. As with other
algorithms, better outcomes were noted for negative
sentiments, with an accuracy of 88%, compared to
68% for positive sentiments.

Similar to the MNB algorithm, the Xgboost algo-
rithm also reported a 79% accuracy rate for both
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the Unigram and (Unigram + Bigram) configurations
with the TF approach. A slight difference in accuracy
was noted, with 90% success for negative sentiments
and 57% success for positive sentiments in the (Un-
igram + Bigram) / TF configuration.

B. Using Neural Network algorithm

Using Neural Network algorithm, we obtain those re-
sults:

Results

The performance metrics for the Neural Network Al-
gorithm under the TF-IDF configuration are detailed in
Table IV, showcasing the algorithm’s balanced accuracy,
recall, and F1 Score.

TABLE IV. Neural Network Algorithm Results with TF-IDF Con-
figuration

Metric Value (%)
True Positive (TP) 80
True Negative (TN) 80
False Positive (FP) 20
False Negative (FN) 20
Accuracy 80
Recall 79
F1 Score 79

Discussion

The result found with our neural network model is about
80% accuracy. A very promising result since the model is
simple and consists of only one intermediate layer and with
only three epochs and a batch size=100.

This promising level of accuracy underscores the effi-
ciency of our neural network model, even with its simplicity
and limited training parameters. An example of the predic-
tions made by the neural network model is illustrated in
Figure 10, showcasing the model’s performance on sample
data.

#for x in data[ "comment_message”][:18]:

R dlle ad dls
tokens = tokenizer.texts_to_matrix([x], mode="tfidf')

c=model.predict(np.array(tokens))

#cc=model . predict_classes(tokens)
np.argmax(c,axis=-1)
encoder.inverse_transform(cc)

ccC
XC

print(c,”= \t",cc,”= \t",xc)

[[©.13392395 8.82614684]] =

Figure 10. NN prediction example.

C. Using ARABERT algorithm
Results

The ARABERT configuration’s effectiveness in clas-
sification tasks is demonstrated through various metrics
presented in Table V, highlighting its strong performance
in terms of accuracy, recall, and F1 Score.

TABLE V. BERT Classifier Results with ARABET Configuration

Metric Value (%)
True Positive (TP) 84
True Negative (TN) 89
False Positive (FP) 16
False Negative (FN) 11
Accuracy 88
Recall 88
F1 Score 87

The comprehensive classification performance of the
ARABERT model is encapsulated in the classification re-
port, as depicted in Figure 11, which details the precision,
recall, and F1 scores across various categories.

precision recall fl-score  support

@ 8.8%9 @.91 @.59a 1388

1 2.84 a.81 2.82 743

accuracy @.88 2851
macro avg @.87 @.86 @.86 2851
weighted avg 2.87 .88 2.87 2851

Arabert traitement : @.8751828376481756

Figure 11. ARABERT’s Classification report.

Discussion

About 88% success, which means that our Arabert-based
model was able to correctly predict 1804 reviews out of
2051 in total. The following graph illustrates the correct
prediction number among the first 50 comments. Only the
dots in Blue or Pink are incorrect. We notice that only 4
comments among these 50 comments are incorrect, which
shows the credibility of this algorithm.

The effectiveness of our approach is visually summa-
rized in the prediction chart, shown in Figure 12, which
highlights the model’s predictive capabilities across a set of
test data.
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Figure 12. Prediction chart

An illustrative example of an ARABERT prediction is
presented in Figure 13, demonstrating the model’s capa-
bility to accurately classify the sentiment of a given text
snippet.

texts = ['oenll 8 e Ly o e30a g8 e ']
predictions = learner.predict_batch(texts)
predictions

[[{'N', ©.9950553646887646), ('P', 0.003944649826735258)]]

Figure 13. Example of ARABERT prediction

D. Summary

We tried in this study to detect sentiments from com-
mentary written in Arabic. For this, we used a total of
7 algorithms: 5 in machine learning (logistic regression,
decision tree, Bayesian, SVM, and XGBoost) and 2 in
deep learning: neuron network and ARABERT. We based
ourselves on the TF_IDF method, and TF for the first 6
algorithms, and on BERT for ARABERT. In general, these
results at the level of machine learning algorithms show
that the best performance was obtained with the combina-
tions [Unigram/TF-IDF] and [Unigram + Bigram/TF-IDF]
regardless of the algorithm used. Considering the impact
of variable selection for different configurations, we can
conclude that Logistic Regression with Unigram extraction
and TF-IDF weighting, is the most efficient in terms of
precision and accuracy. The following table VI and charts
show the summary of the best results obtained for each
configuration chosen:

Figure 14 shows the accuracy graph for machine learn-
ing algorithms. And at the level of Deep Learning,Figure
15 shows that the best performance was obtained with
ARABERT based on the Bert algorithm.

Figure 14. Accuracy graph for machine learning algorithms

The accuracy of Deep learning algorithms

NEURAL NETWORKS

ARABERT

Figure 15. Accuracy graph for deep learning algorithms

TABLE VI. Summary of Results

Configurations Classifiers Accuracy Recall
TF_IDF LR 82% 82%
TF_IDF Neuron Network 80% 79%
BERT Arabert 88% 88%

6. CONCLUSION

Sentiment analysis has gained significant popularity in
the research community as it tackles the challenges of ana-
lyzing unstructured text data for determining emotions and
opinions. Although extensive research has been conducted
in this field, numerous problems persist due to the nature of
sentiment analysis. This has attracted the attention of many
researchers, resulting in the proposal of numerous models
that have demonstrated promising results across various
sentiment analysis tasks. In this brief, we first presented
the process of sentiment analysis, including its applications,
tasks, and sentiment analysis challenges.

Similarly, we presented our methodology which is based
on both traditional approaches (different machine learning
algorithms) and modern approaches (especially the transfer
learning technique used with ARABERT).

Indeed, our main contributions in this work include:
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1) Describe the properties of Arabic languages, in par-
ticular Dialect Arabic and its challenges for senti-
ment analysis.

2) Propose a set of techniques to preprocess written
comments for sentiment analysis.

3) Build and select entities (words or sequences of
words) from comments to get the best sentiment
classification model.

4) Realized a comparative study between the different
algorithms used.

From this survey, it can be concluded that machine
learning approaches offer better accuracy with moderation
[Unigram + Bigram/TF-IDF] regardless of the algorithm
used.

Since sentiment analysis is used to predict the polarity
of users’ opinions and deep learning models are all about
predicting or imitating the human mind, deep learning
models offer more accuracy than machine learning models
such as deep neural networks and especially the famous
Arabert algorithm with which we obtained an accuracy of
88%. A result Better than any other algorithm tested in this
study.

To further enhance this brief, several future perspectives
are proposed, including:

1) The need for developing a specialized stemmer for
Moroccan dialectal Arabic, as the results obtained
using existing stemmers have been modest.

2) Adapting the approach to detect sentiment commu-
nities in social networks by considering logical links,
which would aid in identifying groups of users with
similar opinions.

3) Exploring the possibility of automating opinion an-
notation with a semi-supervised approach, as it was
done manually in the current work.

Overall, these perspectives aim to enrich the under-
standing and application of sentiment analysis in various
contexts, paving the way for future advancements in the
field.
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