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Abstract: Deepfake detection is an active area of research due to extensive use of deepfake media for spreading false information,
manipulate public opinion and cause harm to individuals. This paper presents a critical and systematic review of 84 articles for
deepfake generation and detection. We review the current state-of-the-art techniques for deepfake detection techniques by grouping
them into four different categories: deep learning-based techniques, traditional machine learning-based, artifacts analysis-based and
biological signal-based methods, the datasets used for training and testing deepfake detection models. We also discuss the evaluation
metrics used to measure the effectiveness of these methods and the challenges and future directions of deepfake detection research.
Our findings suggest that deep learning models demonstrate superior accuracy compared to other methods and artifacts analysis-based
methods shows greater potential in precision but there is still room for improvement in detecting more sophisticated and realistic deepfakes.
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1. Introduction
Deepfakes are synthetic media that are designed to blend

the target facial features onto a source face video making
detection difficult [1], [2], [3]. These are categorized as
head puppetry, face swapping, and lip syncing. In these
categories source person’s head, face swapping, and lip
syncing respectively are used for generating convincing
videos [4]. Face swapping and lip syncing are popular one
and shown in Figure 1.

Figure 1. DeepFakes Containing Face Swapping and Lip Syncing
[5]

Reddit’s Deepfakes user raised concerns with AI-
generated explicit content in 2017 [6]. While these tech-
nologies have primarily been used for legitimate purposes,
such as entertainment and education as shown in Figure
2, malicious actors have also taken advantage of them for

Figure 2. Applications of Deepfakes

illegal or unethical activities as shown in Figure 3.

A center for data innovation report by [7] found deep-
fakes contributed to 4% of social media misinformation dur-
ing 2020 US election. Hence, a powerful deepfake detector
is required to distinguish between true and fake information.
Limited public awareness of deepfakes hinders detection by
[8], limiting algorithm access to relevant data [9]. Tech-
nological advancements like GAN (Generative adversarial
networks) by [10], DeepFaceLab by [11], Face-swap by
[12] and Lensa AI by [13] etc. aids deepfake detection
effectively. Some notable works focused on developing fea-
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TABLE I. Research Questions and Motivation

S. No Research Questions Motivation
RQ1 Which techniques are commonly used to

detect deepfakes?
To demonstrate advancements in detecting Deepfake,
categorization of these techniques and identify the chal-
lenges associated with existing detection methods.

RQ2 What are various datasets available for
deepfake detection?

Having an up-to-date and accurate benchmark dataset,
allowing comparison of deepfake detection algorithms.

RQ3 What are the various measures and metrics
that can be utilized to determine the effec-
tiveness of deepfake detection?

How to effectively compare and evaluate the deepfake
detection algorithms and to find out the best algorithms
evaluation is a necessity.

RQ4 What is the future scope of deepfake detec-
tion?

To discuss what areas, challenges have been researched
and what still needs to be covered

Figure 3. Deepfakes Threats

sible deepfake detection solutions include machine learning
(ML) by [14], deep learning (DL) by [15], Frame difference
analysis by [16], bio-signal analysis by [17] etc. Deepfake
detection requires a combination of technical and human
efforts, as well as continuous adaptation to the growing
and changing landscape of deepfake technologies, which
serves as a motivation behind this study and compilation of
solutions in a single work.

The aim of this survey is to summarize the research
progress regarding deepfake detection techniques as seen
by the growth in paper published in Figure 4.

This survey will typically cover the deepfake detection
models, dataset used, evaluation metrics, challenges and
future directions. The major contribution of this survey
paper is as follows:

1) It provides an updated and comprehensive overview
of the various research works and methodologies
proposed in the literature.

Figure 4. Exponential growth “deepfake detection” in Google
Scholar since 2017

2) It analyses and categorizes these methodologies into
different groups and evaluates their detection capa-
bilities using different datasets. It can help in finding
gaps in the existing techniques and hence providing
a room for improvement.

3) The paper highlights the effectiveness of deep
learning-based techniques in detecting deepfakes and
can aid researchers in identifying potential research
directions and areas for future exploration.

Remaining part of this survey is structured as follows.
Section 2 outlines the research methodology employed for
discovering and examining the available previous studies,
along with the research questions and search standards.
Next in section 3 a theoretical review of existing literature
broadly in terms of detection approaches, dataset used
and evaluation metrics has been provided. Then section
4 highlights the findings pertaining to in depth conducted
survey in form of tables, pie charts and bar graphs. Section
5 outlines challenges and issues found during deepfake
detection, followed by conclusion in section 6.

2. ResearchMethodology
The initial step in performing a survey by [18], is to

identify and select the most relevant research papers that
meet the inclusion criteria for the study. To accomplish
this, a comprehensive search of the literature was conducted
using renowned scientific databases. The survey paper has
been focused on following research questions with motiva-
tion behind them as shown in Table I.
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Figure 5. Research Article Screening Process

The methodology employed for search and selection of
research articles is depicted in Figure 5.

Since the deepfake was started in 2018, we have set the
article inclusion year from 2018 to 2023. We can clearly
see from Figure 4 that very few papers were published
in its initial years but during the year 2018 the research
paced up. To identify the quality papers, first, the five most
relevant databases, ACM, IEEE-Xplore, Web of Science,
Science Direct, Springer, Google Scholar, and PubMed,
were searched using the various keywords like “Deepfake
Detection”, “Deepfake tools OR methods OR techniques”,
“Deepfake Detection using deep learning OR machine
learning OR biological analysis OR artifact analysis”. A

total of 1045 articles were fetched. The quality article
finding process has been performed to ignore short articles,
non-peer reviewed papers, book chapters and low-quality
papers that were not able to give any technical information
and scientific discussion. After this, a filter on the basis
of title scan, removal of duplicates, magazine, conference
proceedings, conference papers with pages less than 5, book
chapters, and exclusion of review papers were applied and
a total 560 papers were selected. Next, this count is reduced
to 344 by applying a filtering process on the basis of citation
count and quality check. Finally, selection criteria based on
abstract scan and review questions were conducted that led
to selection of final 84 articles for review.
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3. Literature Review
A. Deepfake Detection Methods

Deepfake detection is the process of identifying and
detecting artificially generated or manipulated media, such
as images, videos, or audio, that have been created using
DL techniques [19], [20]. Enhancing deepfake detection and
mitigation is vital amid advancing technology. It involves
analysing media properties like pixel values, frame rates,
and using machine learning to identify fakery. Metadata
analysis, such as device and location used, can also be use-
ful. Various models are used for detecting Deepfake, these
models are categorized in following groups: 1) Traditional
Machine Learning (TML), 2) Deep Learning, 3) Biological
Signals Analysis (BSB) and 4) Artifact Analysis. TML uses
classical ML algorithms to detect the deepfakes, set of
handcrafted features to aid machine learning algorithm. DL
uses deep neural networks example Convolutional Neural
Networks (CNNs) or Recurrent Neural Networks (RNNs)
whereas the BSB involves analysing biological signals such
as facial expressions, eye movements, etc. Lastly the artifact
analysis involves analysing the artifacts present in the video
or image, such as compression artifacts, luminance changes,
etc.

1) Traditional Machine Learning Based Methods
TML techniques like AdaBoost, SVM, and Random

Forest excel in deepfake detection, offering resource effi-
ciency, adaptability, and robustness to changing conditions,
ideal for small datasets. Common models include Back
Propagation Neural Networks, Decision Trees, Discrimi-
nant Analysis, K-Means clustering, Naive Bayes, Logistic
Regression, and Multilayer Perceptron, applied widely in
image and video analysis. [21] trained SVM classifier
using feature points retrieved by one of many feature-point
detectors, including FAST, KAZE, BRISK, ORB and HOG.
A face recognition system is developed using VGG and NN
that are sensitive to deepfake videos, with false acceptance
rates of 85.62% and 95.00%, respectively [22]. Frequency
domain analysis technique with a classifier is utilised to
distinguish between genuine and fake photos, demonstrating
promising performance in recognising deepfake images by
[23]. Deepfake detection is accomplished by addressing the
associated issue of attribution. Utilizing freely accessible
FaceForensics++ datasets, authors show that training for
attribution with a triplet-loss enhances generalisation while
the performance with the same database decreases slightly
by [24]. [25] analyses the functionality and operation of
each unique algorithm utilising actual and fake facial recog-
nition. They begin by normalising the images before doing
an error level analysis using a SVM and the K-NN, which
had an accuracy of 88.2% when compared to SVM’s 86.8%.
Additionally, variety of ways in which TML methods can
be used for deepfake detection had shown by [26], [27],
[28], [29].

2) Deep Learning Based Methods
DL models have emerged as a powerful tool in detecting

deepfakes due to their ability to learn and identify complex

patterns in images and videos automatically [30]. Pretrained
models can also be fine-tuned for newer types of deepfake
detection, reducing the volume of training data and com-
putational resources required. Several types of DL models
used are CNN, RNN and DenseNet. A CNN detection
system with a compact architecture and an RNN to capture
inconsistencies in face-swapping was presented in [31].
Tested on numerous deepfake videos from various sources,
it achieved competitive results. Survey by [32] examines
deepfake detection for distinguishing GAN-generated im-
ages. A robust, statistical approach aggregates features from
various studies for classification. [33] conducted a study
technology and concluded that ideal model for detection is
SSTNet. [34] explores challenges in tracking AI-generated
deepfakes. Experimental results highlight the necessary fa-
cial characteristics, spatial aggregations, and signal artifacts.
Deepfake stack in [35] excels, achieving 99.65% accuracy.
Evaluation of numerous deepfake schemes is performed by
[36]. The study of [37] evaluated deepfake detectors on
FaceForensics++ dataset, revealing up to 10.7% difference
in error rate. A study on deepfake racial distribution found
efficient training signals in ”irregular” faces created by
swapping faces. The study of [38] introduces vital deep-
fake detection components: Facial expression separator and
classifier. It achieves 0.94-0.99 precision but reveals security
flaws in adversarial scenarios. A new deep fake detection
method (YOLO-CNN-XGBoost) is presented by [39] which
works as a CNN Network perceptron at the highest possible
level as well as achieves 90.73% correctness. In addition the
study by [40], [41] also used DL to detect deepfakes.

3) Biological Signal based methods
BSB methods excel in deepfake detection, leveraging

biological signals, real-time analysis, adaptability, and ro-
bustness, enhancing user experiences with natural solutions.
One approach to identifying the generative model behind
a deepfake and distinguishing deepfakes from real videos
was presented in [42]. The researchers collected PPG data
from actual and fraudulent videos and input them into
a classification network, achieving 97.29% accuracy in
identifying fake videos and 93.39% accuracy in identifying
the source model. The study by [43], rPPG was introduced,
which evaluates heart rate dynamics from facial videos. The
study by [44] combination of deep and traditional motion
magnification is developed that achieves 97.17% accuracy.
The study by [45] AFMB-Net employs ML and heart
rate analysis, offering deepfake detection with unforgeable
heart rate, advancing GAN technology, even in low-quality
videos.

4) Artifacts analysis- based methods
Artifacts in digital media, like facial deformities, are

abnormalities introduced during processing or compression.
In deepfakes, spotting unnatural facial movements, altered
lighting, and skin tones helps detect artificial manipulation.
Researchers enhance detection through methods like audio-
video sync analysis, text examination, and biological signal
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analysis. Figure 6 shows facial deformities as facial arti-
facts.

A novel method for image fraud detection is introduced
by leveraging dual-network recognition, achieving top re-
sults across various benchmarks (DFDC, Celeb-DF-v2, and
FaceForensics++) in [46]. High quality fakes are challeng-
ing to detect visually thus spread false news [47]. Hence
a study by He et al. [16] presents a novel fake detection
method involving re-creation and enhanced generalization.
Also, authors used artifact deepfake detection methods and
showed better results and significant improvement over state
of art work in [48], [49]. Artifacts-Disentangled Adversarial
Learning (ADAL) presented by [50] obtain precise deepfake
detection by separating the artifacts from unimportant data.

B. Deepfake Datasets
Deepfake datasets are collections of videos or images,

including celebrities, politicians, and everyday people that
are used for training and evaluating deepfake algorithms
[51]. Datasets with insufficient samples are excluded from
the as sample size is very important for deepfake detection
as it is very easy to overfit the algorithm on the dataset. In
order to provide a meaningful comparison, we prioritized
datasets with a sufficient number of samples to ensure
statistical significance and generalizability of the findings.
Some of the popular deepfake datasets are:

1) UADFV: 1st generation dataset released in 2018,
having real videos (49) and Deep Fake (49) videos
with 294×500 pixels resolution, and average length
of approximately 11.14 seconds [52].

2) Deepfake TIMIT: This comprises a set of real videos
(320) and corresponding manipulated videos (640)
of people speaking [53]. It is based on the TIMIT
dataset, a commonly used speech recognition re-
search dataset [54].

3) Celeb-DF v1 and v2: It contain celebrity face images
with deepfake versions [55]. It includes over 590 real
videos and 5639 deepfakes sourced from YouTube.

4) DeeperForensics-1.0: Large scale, highly diverse
dataset with 60,000 videos, including 50,000 real and
10,000 fake samples, 18 million frames [56].

5) The DeepFake Detection (DFD): It consist of 363
real samples and 3068 fake videos [57]. The dataset
was developed by paying actors, using open source
deepfake generation methods.

6) Deepfake Detection Challenge (DFDC): This chal-
lenge is organized by Facebook and Partnership on
AI, provides a dataset and platform for researchers
to develop deepfake detection algorithms. It includes
manipulated and real videos, with a leader board to
track performance [58].

7) Face Forensics: It is the first and widely used bench-
mark dataset created by researchers from several in-
stitutions [59]. It includes videos from popular video
datasets such as the YouTube Faces, the VoxCeleb
[59].

8) Face Forensics in the Wild (FF-Waka FFW10K): It
comprises of 10,000 reals as well as fake videos to
reflect the Wild (real-world) scenarios [60].

9) KoDF: First Korean-language deepfake detection
dataset created by researchers from several Korean
institutions, depicting variety of subjects, containing
Korean celebrities, politicians, as well as everyday
people [61].

10) Video Forensics HQ: It contains only 45 persons
contrast to another large dataset. Its aim was to
answer the question of “how many persons are
required to properly train a deepfake detector” [62].

11) FaceForensics++: It is a 2nd generation deepfake
dataset and includes 1000 original video sequences
altered with 4 automated face manipulation tech-
niques: NeuralTextures, FaceSwap Face2Face, and
Deepfakes [63]. The data was extracted from 977
videos of YouTube.

C. Deepfake Evaluation Metrics
This systematic literature review focuses on assessing

the effectiveness of techniques for creating and detecting
deepfakes analysing performance measures categorized as
classifier evaluation and perceptual quality assessment.

1) Deepfake Classifier Evaluation
The Confusion Matrix is vital for assessing binary

classifiers [64], summarizing effectiveness and identifying
true/false positives/negatives. Table II shows a binary deep-
fake classifier confusion matrix with true positives/negatives
and false positives/negatives.

TABLE II. Confusion Matrix for a Binary Classifier

Deepfake (Estimated) Real Video
(Estimated)

Deepfake (Actual) TRUE
POSITIVES(TP)

FALSE
NEGATIVES(FN)

Real Video (Actual) FALSE
POSITIVES(FP)

TRUE
NEGATIVES(TN)

Another two key metrics are precision and recall. The
percentage of samples that are truly positive among all
the anticipated positives is the definition of precision for
a classifier described as Equation 1.

PRECIS ION =
T P

T P + α × FP
(1)

where α > 0 is a weight determined by the ratio between
the negative and positive samples.

Recall is the proportion of projected positive samples
among the actual positive samples described as Equation 2.

RECALL =
T P

T P + FN
(2)

To provide a more accurate assessment of the overall per-
formance of a binary classifier, the most prevalent measures
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Figure 6. Facial Artifacts (top row) and the Visual Artifacts (bottom row) [Güera, D et al., 18].

are accuracy and F-measure (F-score). Accuracy is the
proportion of properly predicted samples (TP and TN)
divided by the total categorised samples, as shown by
Equation 3.

ACCURACY =
T P + T N

T P + T N + FP + FN
(3)

The F-score is essentially a “Family of metrics”, the most
famous among all F-scores is the F1-score, which is the
F-score with fi = 1. Formally, it can be described as in
Equation 4.

F1 =
PRECIS ION × RECALL
PRECIS ION + RECALL

= 2×
T P

T P + FP + FN
(4)

2) Deepfake Perceptual Quality Assessment Metrics
Assessing deepfakes quality requires subjective eval-

uation, commonly done through Perceptual Quality As-
sessment (PQA) methods [73]. For audio-visual signals
is the Mean Opinion Score (MOS) [74]. A higher MOS
score represents that the algorithm has a better ability to
detect fake content and to preserve the original information.
The MOS score is calculated by having evaluators rate
the quality of the images or videos [75], and taking the
average of the scores [76]. However, MOS is limited by
requiring many evaluators, time, and may not reflect quality
accurately. It also lacks details on errors/artifacts. These
limitations make it important to use MOS in conjunction
with other metrics, such as mean squared error (MSE) or

structural similarity (SSIM) and peak signal-to-noise ratio
(PSNR) [77], [78], [79].

MSE is determined by finding the average of the square
of the differences between each pixel in the original image
and the respective pixel in the reconstructed image as shown
by Equation 5. A lower MSE value represents that the
algorithm has a better ability to detect fake content and
to preserve the original information.

MS E(X,Y) =
n∑

i=1

(yi − xi) (5)

PSNR is calculated by comparing the maximum possible
power of the original signal to the power of the difference
between the original and reconstructed signals as shown in
Equation 6. A higher PSNR value represents the algorithm
has a better ability to detect fake content and to accurately
preserve the original content.

PS NR = 10 · log10

(
R2

MS E

)
(6)

SSIM is a widely used image quality assessment metric that
measures the structural similarity between the original and
the synthesized image. It takes into account the luminance,
contrast, and structure of the image. It is based on the idea
that the human visual system is more sensitive to changes in
structural information rather than changes in pixel values.
The mathematical formulation of SSIM is as follows in
Equation 7.
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TABLE III. Comparison of top cited and prominent related woks on traditional ML, Deep learning, artifact analysis and bio-signal based methods

Paper Type Dataset Used Accuracy
(%)

Strength Weakness

Guarnera et al., [19]

TML

CELEBA 90.22 Feature extraction via
Convolution Traces.

Outdated dataset,
Lower Accuracy.

Korshunov &
Marcel, [22]

VidTIMIT 91.03 Enhanced Performance Lower Accuracy and
High FAR.

Durall et al., [65] CELEBA
FACE-HQ

91 Higher accuracy with
less features.

Lower accuracy in
comparison to SOTA
method.

Rana et al., [26] FaceForen-
sics++

97 High accuracy with
less training time.

Testing on smaller
dataset.

Wolter et al. [27] CelebA,
FaceForen-
sics++

96.5 Spatial conservation -

Chen et al., [66] Celeb-DF v1
and v2

90.56 Less complex model Lower Accuracy

Rana et al., [35]

DL

FaceForen-
sics++

99 High Accuracy Complex Model

De Lima et al., [67] Celeb-DFv2 98.26 High Accuracy Time Extensive
Khormali &Yuan,
[40]

Celeb-DFv2 98.3 High Accuracy Resource-intensive

L.Zhao et al., [41] CelebA 98.79 Adaptive convolutions,
multi-feature fusion

Less robust

Matern et al., [68]

Artifact
Analysis

Face2Face 86.6 Simple visual artifacts Low Accuracy
Nguyen &
Derakhshani, [20]

Celeb-DF 88 Fast Training Low Accuracy

Nirkin et al., [46] FaceForen-
sics++,
Celeb-DF-v2

96.98 High accuracy Resource-intensive

Sun et al., [47] Faceforen-
sics++

86.4 Orientation Invariance Low Accuracy

He et al., [69] CelebA 94.1 Robust Structure Resource-intensive
Li et al., [50] DFDC 98.7 High Accuracy Resource-intensive
Dong et al., [48] Celeb-DF 91.05 Effective Detector Average Accuracy
Vinay et al., [45]

BSB
DeepFake
TIMI

95.19 Use of skin color and
heart beat analysis.

Low Accuracy

Elhassan et al., [70] UADFV 96.47 Use of teeth and
mouth movement.

Average Accuracy

Ciftci et al., [71] CelebDF 91.50 Use of Biological
signals

Low Accuracy

Jin et al., [72] Face
Forensics++

98 Luminance emphasis Motion issues

S S IM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ

2
y + c1)(σx + σy + c2)

(7)

where x and y are the two images being compared, µx and
µy are the means of x and y, respectively, σx and σy are
the standard deviations of x and y, respectively, σxy is the
covariance between x and y, c1 and c2 are constants.

4. Discussion
This section will discuss findings for each research

question based on the above mined literature review.

RQ1: Which techniques are commonly used to detect
deepfakes?

Table III summarizes the comparison of most prominent
papers of reviewed literature on on traditional ML, Deep
learning, artifact analysis and bio-signal based methods.
Table IV presents the comparative analysis of these four
methods on various parameters. From these tables it can be
concluded that DL and ML are effective but computationally
expensive for deepfake detection. BSB based methods re-
quire specialized equipment and are currently less accurate.
Artifact analysis-based methods are effective but may be
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less accurate on more sophisticated deepfake manipulations.
However, hybrid methods (not shown in table V) combine
different approaches to improve accuracy but can also be
more computationally expensive. As every approach has its
own strength and weakness, researchers could continue to
explore the use of hybrid methods that combine different
approaches to improve deepfake detection accuracy.

Figure 7 shows the categorization of commonly used
deepfake detection methods. We had divided the deepfake
detection model into five broad categories namely: DL ,
TML , hybrid, BSB and artifacts-based analysis based.

TABLE IV. Comparative Evaluation of Deepfake Detection Methods

Method TML DL Artifact
Analysis

BSB

Speed Fast Slow Fast Slow
Accuracy Low High High Mid
Complex
inputs

No Yes Yes Yes

Automated No Yes No No
Data
Requirements

Small
– Mid

High Small Small

Interpretability High Low High Low

RQ2: What are various datasets available for deepfake
detection?

Table V shows a comparison of the datasets based on
the number of real samples, deepfakes, source, generation,
manipulation techniques, and year of publication.

FaceForensics++, a widely used deepfake research
dataset, is valued for its size, diversity, and realism. UADFV
and Celeb-DF are also common. Dataset popularity depends
on specific research goals and data availability. Column
generation signifies the data type, with first-generation be-
ing small and synthetic, second-generation being real-world
and more challenging, and third-generation expected to be
larger, more diverse, and complex, encompassing advanced
deepfake techniques.

Figure 7 depicts the evolving deepfake datasets with
more frames and identities, especially in DFDC. Genera-
tions show expanded data quality and variety, as in the third
generation.

RQ3: What are the various measures and metrics that
can be utilized to determine the effectiveness of deepfake
detection?

Depending upon the metrics discussed in subsection
3-C1 a comparative Table VI has been made for four
discussed approaches for deepfake detection.

From the Table VI it can be concluded that TML are
simple and faster however very limited ability to handle
complex images and videos with an average accuracy of

Figure 7. Deepfake Detection Models.

Figure 8. Average Accuracy and Precision for Deepfake Detection
Methods

85%. DL methods on the other hand have this capability
with average accuracy of 96%. Artifact-based methods
outperforms others in terms of precision as shown in Figure
8. Accuracy of BSB method is higher than TML but lower
than other two due to quality of the physiological sensors
used to collect the signals and presence of noise. The winner
of all methods where speed meets performance is artifact-
based methods. Their accuracy is closer to DL.

RQ4: What is the future scope of deepfake detection?
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TABLE V. Deepfake Detection Dataset

Dataset Year of Publication Real Samples Deepfakes Source Generation
DeepfakeTIMIT 2018 320 640 VidTIMIT First
UADFV 2018 49 49 Existing First
Celeb-DF v1 and v2 2019 590 5639 YouTube First
DFD 2019 363 3,068 Paid Actors Second
DFDC 2019 1131 4113 Volunteers Third
FaceForensics++ 2019 1,000 1,000 YouTube Second
ForgeryNet 2019 99,630 1,21,617 Existing Third
DeeperForensics-1.0 2020 50,000 10,000 Paid Actors Third
FFIW10K 2020 10,000 10,000 YouTube Second
KoDF 2021 62,166 1,75,776 Volunteers First
VideoForensicsHQ 2021 261 1737 YouTube First
Wild Deepfake 2021 3,805 3,509 Internet First

TABLE VI. Metric Evaluation of Deepfake Detection Approaches

Category # Papers Metric Min Max Avg Std
Accuracy 52.31% 95.68% 85.43% 11.26
Precision 56.11% 97.48% 88.23% 15.06
Recall 51.01% 94.38% 83.63% 12.56TML 35

F1-Score 0.498 0.998 0.9268 13.04
Accuracy 70.31% 100% 96.43% 7.26
Precision 71.11% 100% 95.60% 13.06
Recall 69.01% 100% 93.63% 7.56DL 24

F1-Score 0.648 1.00 0.887 9.04
Accuracy 81.31% 99.80% 93.43% 5.26
Precision 82.11% 100.00% 98.60% 10.06
Recall 82.01% 97.98% 97.63% 3.56Artifact Analysis 16

F1-Score 0.7876 0.989 90.70% 5.04
Accuracy 69.31% 94.80% 88.43% 11.26
Precision 66.11% 95.00% 93.60% 16.06
Recall 67.01% 91.98% 91.63% 8.56BSB 9

F1-Score 63.76% 93.90% 84.70% 11.04

Deepfake detection is a rapidly evolving field, but there
are still a number of challenges that need to be addressed
in order to improve the accuracy and reliability of these
approaches. Here are some of the key challenges:

1) Limited Availability of High-Quality and Diverse
Datasets: Deepfake detection hindered by scarce
high-quality, diverse datasets. Artifacts like splicing
borders, low-quality faces impede algorithm effec-
tiveness. Vital dataset enhancement needed [34].

2) Scalability: Researchers face a challenge with lim-
ited high-quality datasets. Scaling issues in current
DL approaches hinder effective detection of Deep
Fake techniques [33].

3) Poor Quality Datasets and Limited Real-World Rel-
evance: Existing datasets for training deepfake de-
tection lack real-world relevance due to poor visual
quality. Performance on these may not translate to
practical success. Limited diversity hampers algo-
rithm efficiency [80].

4) Computational Optimization: DL struggles to keep
up with escalating Deepfake quality. Algorithmic
upgrades needed for effective recognition. Optimal
layers and architecture uncertain [37].

5) Accuracy Optimization: The Deep Fake detection
algorithm had a 65% accuracy and only identified
1/3rd of the Deep Fakes. 50% misclassification of
real videos, 50% undetected, 35% false positives.
Prioritize accuracy and efficiency.

6) Multiclass, cross-label, and localized recognition:
Detecting Deep Fakes limited by binary categoriza-
tion. Multiclass, cross-label, and localized recogni-
tion essential for detailed identification in complex
scenarios.

The future of deepfake detection involves synergizing
artifact-based and DL methods to overcome individual
limitations. While artifact-based methods offer advantages,
their dependency on specific creation processes necessitates
integration with more versatile deep learning techniques.
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Addressing dataset bias and enhancing robustness are cru-
cial for improving overall effectiveness in countering ad-
vanced deepfake techniques.

5. Conclusion
This survey examines the current state-of-the-art meth-

ods for detecting deepfake, various datasets available for
validation of methods, metrices for measuring performance
of approaches. It also categorizes the existing approaches
into 5 major groups. Additionally, it compares these catego-
rized approaches in terms of various performance measuring
parameters. The following summarization is provided:

• FaceForensics++ is one of the most popular datasets
used for deep fake research.

• Detection accuracy is the most widely used perfor-
mance metric.

• Experimental results show that DL techniques are
effective in detecting Deepfake. DL models outper-
form non-DL models in terms of accuracy (96.34 %)
whereas artifact analysis-based methods in terms of
precision (98.60%).
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