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Abstract: 10T is marked by the resource-constrained devices. Information security is the main challenge that arise due to wireless
transmission of data by ubiquitous sensors. The rapid expansion of IoT setups with resource-constrained devices has spurred research
into low-cost information security solutions. This study presents an efficient version of AES for high throughput. The AES’s data path
is 32-bit compressed. Implementation has been carried out on different FPGA families. Data path compression and use of BRAMs
has led to improved throughput with savings in resource consumption. Loop-unrolled AES results in the consumption of 2669 slices
which 12 times as big as this design. While 32-bit AES with 128-bit data path consumes 4 times more resources than proposed design
which uses 223 slices and 5 BRAMs on Artix-7 FPGA. The proposed design delivers throughput in the range of 2.2 to 3.5 Gbps and
achieves efficiency of 1.75 Mbps-7.8 Mbps per slice on different FPGAs. It outperforms different lightweight ciphers and constrained
AES implementations in existing literature.
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1. INTRODUCTION

Cisco estimates that the number of connected devices
will rise from 50 billion by 2020 to reach 500 billion by
2025 [1]. To ensure the information security in Internet
of Things (IoT) small sensors and devices need to be
safeguarded against sniffing attacks. Smart grids are also an
application of IoT. Enormous data exchange and openness
of resource sharing among smart meters in smart grid have
also generated challenges of data security [2]. Data privacy
and data leakage are also an important concern at cloud
level as well [3]. Confidentiality of the information can be
enhanced with the help of Block ciphers. These are used for
ensuring information security [4], [5] in various standards.
Blockchain technology is another important area where
cryptographic algorithms serve as the base of security [6].
For this kind of application, the most secure block cipher
is thought to be Advanced Encryption Standard (AES).
National Institute of Standards and Technology (NIST) [7],
released FIPS-197 in which AES was adopted as a standard
symmetric cipher. It ensures confidentiality at two levels

i) For high throughput applications such as e-
commerce or in case of trunk communication.

ii) For lower data rates it can be used for resource
constrained devices.

Software and hardware implementations of AES are

utilized for these purposes. Hardware implementation of
AES is preferred as compared to software implementation
for high throughput applications. These implementations are
carried out either on field programmable gate arrays (FPGA)
or on application specific integrated chips (ASIC). Major
research areas of AES implementation are highlighted in
Fig 1. To minimize the delay highly pipelined architectures
are implemented. Area reduction is achieved by iterative
architecture. Several optimizations in the basic operations
such as SubBytes or Mix-Columns, arithmetic operations
etc. are also used for the same. Further, resource sharing [8]
has also been used to minimize the area and increase the
speed of the architecture while maintain the integrity of the
cipher. Data-path reduction [9] is one of the resource shar-
ing techniques to achieve the smaller area implementation
of AES. Due to the ever-increasing demand of security so-
lutions for resource constrained devices researchers are still
working in the direction of developing new architectures
of AES. Various attempts are reported in literature towards
optimizations are broadly focused in two categories:

i) Pipelined (fully or partially) architecture for imple-
mentation of high speed.

ii) Compact and low-power architecture for the low
resources or low-cost devices and feedback mode of
operations.
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Figure 1. Research directions in AES

Major contribution of this work is to explore the adap-
tion of AES-128 to low-cost devices in IoT by effective
resource utilization. A two-step approach is applied to
minimize the latency and resource consumption. First step
considers the compression of data path to 32-bits. Use of
BRAMs available in FPGA, maximizes the utilization of
available resources. Although, this design utilizes 32-bit
data path like others [10-12] but optimum utilization re-
sources enable it to stand out among these designs. Efficient
use of available block RAMs has enabled it to minimize the
resources. Use of BRAMs for the implementations of the S-
boxes yielded heavy reduction in the resource consumption.
As the standard AES design is utilized for the work and no
changes has been made to original structure and operations
of AES structure. Hence, the security of the cipher remains
same as original AES.

The contribution of this work are as follows:

i) In this paper, a new high performance constrained
architecture has been presented for resource con-
strained devices.

ii)  Architecture makes use of BRAMSs to minimize the
resource consumption on FPGAs. It achieves the
optimum utilization of FPGA resources.

iii) It also presents the state of the art in the field of
research.

iv) The result is compared with existing designs and
lightweight implementations for IoT.

Rest of the paper is organized as follows: Various con-
temporary implementations are presented alongside older
ones in Section 2. Section 3 provides the implementation
details. Implementation results of the proposed design are

presented, compared and discussed while identifying its
applications in Section 4. In the end Section 5, draws
conclusions and provides the future work directions.

2. RELATED WORK

In [8], authors used the 32-bit data path, resource sharing
between these encryption and decryption units and subfield
arithmetic to minimize the hardware requirement. In [10], a
low power AES architecture with an optimized S-box have
been implemented on an FPGA with 128-, 192- and 256-
bit keys. An ASIC implementation for the AES processor
has been carried out in [11] which is capable of delivering
the throughput of 2.29 Gbps. In [12], authors carried out
32-bit implementation on FPGA with the help of pre-
computed key expansion for FPGA. S-box is implemented
as LUTs. The design used the dedicated memory blocks
that were available on FPGA. Shift rows is performed with
addressing logic. It is made possible by arranging the state-
bytes in such a manner that were efficiently stored in shift
registers. The same method has been used in [13] to reduce
storage requirements and implement data paths of various
sizes. In [14],authors have improved the FPGA resource
consumption using T-box method. In [15], a theoretical
design for the AES architecture was presented to optimize
the resource consumption. In [9], authors carried out a
fully parallel and loop unrolled implementation of AES
using composite field arithmetic and LUT based T-Boxes.
It was carried out for two different architectures one was
8-bit S-box based while the other was 32-bit data path.
The architectures were optimized for high speed and low
latency. The theoretical architecture presented by in [15]
was utilized in [16] with a core added with decryption
functionality and 8-bit data path. Data path contains S-box
implementation in combinatorial logic. A study focused on
the IoT devices and their design was presented in [17]
but they left small devices. The power consumption for
AES has been reported 42 mW in this study which is
not appropriate for the constrained IoT devices. Hence,
the 128-bit architectures mentioned in [17], [18], [19] are
not suitable for the implementation in constrained devices
due to power requirements. Similarly, [20] utilizes 32-bit
data path and has power consumption in micro-watt level
but the area requirements make it unsuitable for the small
sensors.In [21], an asynchronous design has been presented
for 128-bit data-path AES that consumes lesser power
but the area requirements are high for the small devices
and power consumption is still a concern for resource
constrained devices. In [22], on FPGA, a simplified version
of the AES algorithm is realised. To obtain the least amount
of latency in an ad hoc voice link, the mixcolumns step is
deleted.

In [23],a new AES crypto-hardware accelerator was
presented for the devices such as Bluetooth controller.
It uses power efficient designs for S-box, MixColumns,
Shiftrows and their inverses. The area occupied is 3120 GE
for the 130 nm CMOS technology. In [24], a new design
named nano-AES was presented utilizing 8-bit data path.
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It was an ASIC implementation which achieved 35-2.4%
improvements over previous works. In [25], have presented
8-bit architecture for the SILC, CLOC, AES-JAMBU, and
COLM authenticated ciphers. All of these are designed by
modifying AES core. AES-JAMBU used the least resources
among all of these. A crypto-engine for AES-GCM was
purposed in [26], which generates the throughput of 100
Gbps. It can be utilized in optical transport networks. It
is designed using 40 nm library. AES has been adapted to
design a chaos-based algorithm for the encryption in [27]. It
provides security for images and data. Authors have tested
the scheme for different tests and attacks and high resistance
has been reported against such attacks. Security issues of
AES based designs are highlighted in next few works.
True random number generators (TRNGs) have a statistical
weakness due to physical randomness. A post-processing
method can be used to solve this issue. An S-box based
solution have been proposed in [28] In [29], ], a correlation
scan attack against XOR compaction is proposed. In [30],
LC-FARES was presented. It has the capability to identify
injected-faults. Sixteen 8-bit registers are used, in a 32-bit
architecture, for implementing ShiftRows. A flexible AES
design, that can choose from different defense mechanisms,
key sizes and mode of operations etc., is presented in [31]
using an agile approach. It uses Chisel framework to achieve
reduced code size. Authors have designed an advanced
crypto-hardware for AES. It supports variable key sizes
in multiple modes [32]. The designs are synthesized using
7 nm CMOS technology. In [33], authors have presented
a lightweight cipher using Lorentz-chaotic system (LCS).
It occupies only 27 slices and uses feistel structure. LCS
has been used to generate the random numbers which are
used in the key. Numbers of works have been reported on
the AES optimizations. There is need for the reduction in
resource consumption of AES. Data path compression is
one of the popular strategies for the area minimization. But
only few works have been reported for lightweight-AES for
the IoT applications. It is a big clearly highlights a gap in the
literature and motivated us to adopt following methodology:

i) AES-128 is adapted to AES-32 by data path com-
pression. BRAMs are used to further minimize the
resource consumption.

ii) Verilog is used for coding the design which is
synthesized on PlanAhead software.

iii) Thereafter, it was implemented on different FPGAs.
iv) Based on these FPGA implementation design is
compared with existing designs.

Proposed design outperforms existing works in through-
put and area.

3. 32-iT DATA PATH IMPLEMENTATION

This 32-bit iterative architecture was designed for high
throughput with minimized resource-consumption. It is
shown in Fig 2 below. MixColumns are 32-bit in size
just like main data path. Key generation is one of the most
important operation in AES. By generating keys on-the-fly
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Figure 2. BRAM based 32-bit Iterative architecture
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one can save the time required which will result in enhanced
performance. For the same purpose independent s-box is
used in this design. Initial input to the proposed design has
a size of 128-bits. For SubBytes operation, it is converted
into four blocks of 32-bits each.

ShiftRows operates on input bytes and arrange them
into a fixed sequence. Every time input is fed this sequence
is repeated. This fact has led to permute the output-bytes
in a fixed pattern which is similar to the standard design
of Chadoweic and Gaj [12] (2003) and N. Pramstaller, et
al. [13] (2004). The next operation is the MixColumns
operation, which has four and is 32-bit wide. The last step
is adding a round key, which is accomplished by using a
different SubBytes unit. In this case, the computation is
done instantly. Either galois field (GF) arithmetic or the
S-Box can be stored as a look-up table (LUT) are used
in the SubBytes operation. Here, S-box is implemented as
a LUT, which uses a few more resources than a design
based on GF. However, we have stored the S-box entries
using the block RAM (BRAM) that is included in the
FPGA. The same data-path and resources are used by both
encryption and decryption in this system. Multiplexers have
been used to make this possible. The Key Expansion unit
uses a separate S-box as well, but it uses less resources
now that the FPGA has been modified to use the on-board
block RAM. 5 BRAMS have been used in all in the Artix-
7 FPGA. It has enabled the design to reduce the resource
requirement heavily. Total 256 entries have been made
for the byte substitution table. In this process, the ‘case’
statement has been utilized for the byte substitutions. It is an
area consuming process but it will help in faster execution
of the cipher. Due to 32-bit data path and sharing of S-box,
the number of cycles required to implement one round now
become 5 (4 cycles for main data and one cycle for key
expansion). Multiplexers helps in sharing of resources. The
SubBytes architecture is shown in Fig 3. It is a 32-bit wide
operation which is divided in four 8-bit wide operations
individually. Hence, these are calculated individually and
combined in the end. The Key expansion module utilizes
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Figure 3. SubBytes structure for AES-32
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Figure 4. MixColumns structure for AES-32

a separate SubBytes module in this design and hence it is
able to calculate the output in minimum cycles.

Although, the cost is paid in terms of BRAMs and
additional control circuitry. Inverse SubBytes is similar to
SubBytes operations and uses same number of resources.

Four levels of logic constitute the MixColumns opera-
tion. Fig 4 shows the different levels of logic used in the
MixColumns design. There are total 4-levels of logic used
in this design and a total of 91 XOR operations are needed.
There are two XOR gates on first level, Fourteen XOR gates
are present on level 2. While level 3 consist of thirty-seven
gates and finally thirty-eight can be found in level 4. The
inverse MixColumns operation is quite similar to the design
but there are five levels of logic.

4. Resurt AND DiIscuUsSIONS

The initial implementation of the design is carried out
with Xilinx Vivado software version 2014 and Artix-7
FPGA. On the other hand, for the comparison with exiting
designs the synthesis is carried out using Xilinx PlanAhead
software. Different FPGAs have been used for the imple-
mentations. While mentioning the FPGAs, we have used
‘V’ for Virtex, ‘K’ for Kintex and ‘Sp’ for Spartan family
while numeric values 5, 6, 7 or alphabet ‘E’ etc. represent
the generation of the particular family.

S S
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Figure 6. Schematic for AES-32 with BRAMs

This 7-series FPGA have two types of slices; slice-M
and slice-L. Here, the advantage of using slice-M is that it
can utilize its LUTs to configure distributed RAM (DRAM).
It helps in better utilization of resources. Another strategy
that we have adopted is to utilize the BRAM for S-box.
BRAM on 7-series FPGAs has storage capacity up to 36
Kbits which makes it ideal suited for the S-box storage. It
can also be used for other storage as well. Since S-box as
LUT has 256 entries and each entry is a byte long, using
slice resources or DRAM for the same will be a waste
of resources. The top-level schematic of the AES-32 and
AES-128 bits is displayed in Figs. 5 and 6, respectively.
As previously mentioned, AES-32 is implemented as an
iterative architecture, but AES-128 is constructed as a loop
unrolled design.

Table I represents the resource consumption of the AES-
32 on Artix-7 FPGA and its comparison with AES-128.
It shows that total 568 LUTs have been used while the
number of slices stands at 223. The design also utilizes 5
BRAMs available on FPGA. These BRAMs are used for the
implementation of the S-boxes which are implemented as
the LUT. It helps in the better resource utilization. There are
two types of slices available on 7-series FPGAs slice-M and
slice-L. One of Slice-M’s advantages is that they may be
modified to create DRAMs, which can then be utilized for
storage while the software applies optimization techniques.
Of the 223 slices that have been employed in our design,
40 percent are slice-M and 60 percent are slice-L. However,
using BRAMs is how the resource consumption is primarily
reduced. We have compared our implementation to AES-
128, which was implemented on the same Artix-7 FPGA,
in order to highlight the savings that our implementation
has accomplished. It has loop unrolled architecture. The
comparison is shown in the I and depicted in Fig 7 . It
shows that AES-128 consumes 2668 slices and a total of
9571 LUTs.

The following are the outcomes for the use of the Artix-
7 FPGA'’s resources: Compared to AES-32, there has been
an overall improvement in resource utilization of 91.64
percent. We have also implemented AES-32 using a 128-
bit data channel in a similar manner. It makes use of
1231 LUTs and 424 slices. These results show that an
area savings of 47.40 percent can be realized simply by
compressing the data route to 32 bits. The bar chart in Fig.
8 illustrates the same. The utilization of BRAMs in the
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TABLE I. AES-32’s comparison with the two implementation

Design Slices LUTs Improvement (%)
AES-128 (loop unrolled architecture) 2669 9571  91.64
AES-32-bit with 128-bit data path 424 1231 47.40
AES-32-bit 223 568
3000 2669
2500
2000
1500
424
500 223
0 - T T T T
128 32
32/128

Figure 7. Comparison of three basic implementations of AES among
each other

S-box implementation results in a significant reduction in
area when compared to the current implementations, even
for 32-bit implementations. This reduction helps in making
design compact and better suited for the small devices.

The proposed design is compared with the existing ones
based on three factors. The number of slices consumed for
the implementation. The maximum frequency of operation
(Fmax) design has clocked on the FPGA. The throughput
delivered by the proposed design and its efficiency which
is calculated as throughput per slice (TPS). Mega Hertz
(MHz) is the unit for calculating Maximum frequency of
operation. It is the maximum value recorded when design is
implemented on a specific FPGA. Throughput, T is recorded
in mega-bits per second (Mbps) and presented via equation
W T BxF !

= ey

where F is the frequency at which the FPGA operates, N is
the number of clock cycles used to encrypt or decrypt the
entire block of data, and B is the number of bits processed
at a time that makes up the block size. Equation is used to
determine TPS, efficiency, and throughput per slice.

T
TPS = 2)

Here, R represents the total number of resources—that
is, slices or LUTs—that the design uses when it is imple-
mented on a certain FPGA. It stands for slices here. Effi-
ciency offers a clearer picture for the precise investigation
of how the design uses resources. We have synthesized the

design in Xilinx PlanAhead and implemented it on various
Xilinx FPGAs in order to compare it with the existing
designs. It gave us the information we needed to compare
the results in-depth with previous designs. In order to do the
design comparison, we have used the approach described by
[34], which involves using the notion of “equivalent slices”
and a “normalization method.”

The idea of “equivalent slices” is applied in the process
of comparing the old and new gadgets. Since a lot of designs
rely on lookup tables that are kept in the FPGA’s BRAMs.
Thus, slices and BRAMs make up the two components
of resource use. BRAMs have been converted to slices
for the implemented design, this value has been added to
the total. After which the “normalization method” and the
idea of “equivalent slices” were used to conduct the design
comparison.

A thorough analysis of the literature indicates that
various FPGA types are employed in implementation. All
the FPGAs ranging from Virtex series have been used
for the same. For a fair comparison, a "normalized TPS”
calculation is therefore given. The following presumptions
are used to calculate the implementations of FPGA families
previous to Virtex-5:

i) These FPGAs have two LUTs per slice, whereas FP-
GAs made after Virtex-5 have four LUTs per slice.
For these FPGAs, the occupied space is therefore
divided by two.

ii) 64 slices have been attributed to a single BRAM of
size 18 Kb in these FPGAs, but starting with Virtex-
5, single BRAM with 36 Kb size has been attributed
128 slices.

iii) Lastly, normalization factor 1.22 (550/450) has been
used for multiplication for the normalization to the
operating frequencies attained by these FPGAs in
order to equalize the frequency of operation. This is
because the highest frequency of operation for these
FPGAs is 450 MHz, but the maximum frequency of
operation for Virtex-5 and later models is 550 MHz.

The normalized frequency, throughput, and TPS are
computed for FPGAs of the older generation—that is, those
manufactured prior to Virtex-5—using this normalization
criterion. We can observe the contrast between the intended
design and the designs found in published works.

Fig 8 presents the resource consumption of all the
designs. The design by [14] is the most resource con-
strained. While [12] are second most constrained imple-
mentation. Our design is fourth among these designs in
terms of resource consumption. The results are depicted the
equivalent slice calculations. Hence, the BRAM occupancy
increases the number of slices. But being the part of the
FPGA architecture, their use increases the utilization of
available resources which would be wasted otherwise. This
use of BRAMs helps the design to achieve high operating
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Figure 8. Comparison of Resource Consumption among Designs
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Figure 9. Throughput comparison among designs
frequencies.

Fig 9 depicts the comparison of the designs on the
basis of throughput which is measured in megabits per
second (Mbps). Both implementations of the proposed
design provide the best throughput among presented designs
with 2821 and 3240 Mbps. It shows that in terms of
performance proposed design provides superior throughput.
Fig 10 shows the comparison on the basis of maximum
frequency of operation. These all are normalized results
and designs by [41] and [36] occupies the first and second
place in terms of maximum frequency. The proposed design
occupies third place on Spartan-3 FPGA while fourth place
is for the Virtex-5 FPGA implementation of this design.
Hence, design performs satisfactorily on this parameter.

In addition to the comparison with the current designs
The suggested design and the most recent lightweight
ciphers suggested for the IoT needs are contrasted in
Table IV. Table IV presents a comparison among different
lightweight ciphers. These primitives are chosen for com-
parison on the basis of implementation of slices, frequency

TABLE II. COMPARISON WITH DIFFERENT DESIGNS WITH

NORMALIZATION
. Equivalent Fmax T
Work FPGA Slice + BRAM Slices (MHz) (Mbps)
885 885 1033 3004
3512y V-5 4992 4992 116 1350
[36] NB V-5 556 556 256 712.3
[14]R  Sp3 16343 355 71 208
[121CG  Sp2 22243 414 60 166
123.464
[371UL  Sp3 28743 479 (o) 2944
167.14
[38) NK V-4 2281 1141 e
[39] NM  V800-4 4452 2226 (2283'())6 29
[40]LO  V-E 3580 1790 . 157.07
[41]RBH V-5 69+3 453 257 747
This work V-5 459+9 1611 220 2821
253.15
Sp3  61902) + 10 950 GOrs) 324032

TABLE III. COMPARISON OF NORMALIZED THROUGHPUT
AND TPS AMONG DIFFERENT DESIGNS

T TPS
Work (Mbps/
(MBps)  glice)
3004 0339
[351ZY 1350 0270
[36] NB 7123 128
[14] R 208 0.70
[12] CG 166 0.32
[37] UL 2044 061
[39] NM 29 0.013
[40] LO 15707 0.08774
[41] RBH 747 1.65
This work V-5 2821 1.75
Sp-3 324032 3414
300 -
256 257 253.15
250

200

150

100

50

Figure 10. Frequency comparison among designs
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TABLE 1IV. A COMPARISON WITH OTHER LIGHTWEIGHT 3414
PRIMITIVES 3.5 1 =
Design FPGA  Slices  Fmax  Throughput (Mbps) TPS (Mbps/slice) 3
PRESENT [42] V-6 157 186.3 3726 237 2.5
LED [43] V-7 217 169.09 338.18 1.55
HIGHT [43] V-7 252 372.3 744.6 2.950 2 1.5‘51“'7'5‘ 1
SIMON [44] V-7 95 219 292 3.07 128
XTEA [45] K-7 228 345.9 26.42 0.115 1.5 -
V-6 283 166 2414 0.85 1
LC-FARESS [30] V-7 277 310 450.9 1.62 1 -7 1
K7 271 330 480 177 0.61
[46] V-6 6577 170 2188.7872 333 0.5 D.339 0.32 5 1
V-7 666 213 2734.5792 4.11 . 18087
00.0
K-7 536 213 2734.5792 5.10
THIS WORK V-7 489+5 240.269 3075 628924 1] L e S e L e
K-7 460+5 274.907 3518 7.64958 ZY R UL NM BH TWS3

of operation, throughput and TPS. As can be observed
from the table IV, proposed design is not as constrained in
implementation as the other ciphers. It consumes maximum
resources among all the ciphers [47]. The main reason
behind this is the block size processed in these ciphers. Pro-
posed lightweight-AES algorithm processes 128-bit block
in comparison to the 64-bit block size of LED, XTEA,
SIMON and HIGHT [48]. Small block size means that
size of the ciphers and processing time will be small. But
iterative architecture of AES-32, data path compression
reduces the area required. Use of BRAMs further minimize
the resource consumption. AES-32 has been compared with
the design in [48] which does not utilize BRAMs and s-box
has been implemented in galois field. It clearly highlights
that proposed design achieves the maximum utilization of
available FPGA resources. Comparison with [48] further
highlights that implementation of s-box in BRAMsS results
in 50 to 90% improvement in the throughput. The num-
ber of cycles remained 10 due to a separate s-box for
key-schedule. Hence, AES-32 is able to achieve higher
throughput with small area. AES-32 can be operated in
nearly same frequencies. The throughput of the design
underlines the performance of the design. It is best among
all the designs in the table. TPS (efficiency) data shows
that the design is able to achieve the optimum utilization
of FPGA resources. It presents maximum performance per
unit resource among all the designs. A thorough comparison
reflects that slightly more consumption of resources by
the purposed design enables it to deliver best performance
among all. It helps in delivering highest throughput and
maximum TPS. The TPS results obtained by the AES-
32 reflects the optimum utilization of resources of the
FPGA along with best per slice performance. The suggested
design may now be processed more quickly and with less
resource consumption thanks to the use of BRAMS in the
implementation. The employment of distinct ”"SubBytes” for
key-schedule has contributed to delivering high throughput
and exhibiting low latency, which is another factor in the
optimal performance. Its low resource consumption makes
it a good choice for a variety of Internet of Things use
cases, including surveillance, smart lighting, smart build-
ings, and AC control. It is desirable for rapid response
applications, including smart grid applications, because of

Figure 11. TPS comparison among designs

its low latency. Normally, IoT applications are associated
with small devices. These devices are either sensors or
actuators which transmits information on very small rate.
Many IoT applications such as surveillance etc. transmits
the data at higher rate. Hence, to ensure the encryption of
such high information one has to have high throughput for
the encryption scheme like the proposed design.

Table IV presents the comparitive performance eval-
vation amongst the different lightweight ciphers which
is depicted in Fig 11. These primitives are chosen for
comparison based on implementation of Slices, frequency of
operation, throughput and TPS. As observed from the table
IV, proposed design is not as constrained in implementa-
tion as the other ciphers. It consumes maximum resources
among all the ciphers. Proposed lightweight-AES algorithm
processes 128-bit block in comparison to the 64-bit block
size of LED, XTEA, SIMON and HIGHT. Small block
size means that size of the ciphers and processing time
will be small. But iterative architecture of AES-32, data
path compression reduces the area required. Use of BRAMs
further minimize the resource consumption. The number of
cycles remained 10 due to a separate s-box for key-schedule.
Hence, AES-32 is able to achieve higher throughput with
small area.

AES-32 can be operated in nearly same frequencies.
The throughput of the design underlines the performance
of the design. It is best among all the designs in the
table IV. It provides 4 to 133 time more throughput in
comparison to these ciphers. TPS (efficiency) data shows
that the design is able to achieve the optimum utilization
of FPGA resources. It presents maximum performance per
unit resource among all the designs. The improvement in
efficiency ranges from 2 to 66 times. A thorough compari-
son reflects that slightly more consumption of resources by
the purposed design enables it to deliver best performance
among all. It helps in delivering highest throughput and
maximum TPS. The TPS results obtained by the AES-32
reflects the optimum utilization of resources of the FPGA
along with best per slice performance. Use of BRAMS
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in the implementation has enabled the faster processing
and low-resource consumption of the proposed design. The
employment of distinct "SubBytes” for key-schedule has
contributed to delivering high throughput and exhibiting low
latency, which is another factor in the optimal performance.
Its low resource consumption makes it a good choice for a
variety of Internet of Things use cases, including surveil-
lance, smart lighting, smart buildings, and AC control. It is
desirable for rapid response applications, including smart
grid applications, because of its low latency. Normally,
IoT applications are associated with small devices. These
devices are either sensors or actuators which transmits
information on very small rate. Many IoT applications such
as surveillance etc. transmits the data at higher rate. Hence,
to ensure the encryption of such high information one has
to have high throughput for the encryption scheme like the
proposed design.

5. ConcrusioN AND FuTurRE WORK

In this work, we have adapted AES-128 to AES-32
employing data path compression strategy. Sharing the re-
sources between encryption and decryption path, the LUTs
requirement is minimized. Effective utilization of FPGA
resources has led to further reduction in the number of slices
and improvement in throughput over existing designs. AES-
32 which is nearly 6.9 times smaller in comparison to loop-
unrolled AES-128 is more suitable for small IoT devices.
Utilizing five on-board block RAMs overall consumption
of LUTs is remarkably reduced. As a result, the number
of slices needed for AES implementation is reduced to 223
slices. On the Spartan-3 chip, the suggested design achieves
a throughput of 3.2 Gbps, although in other Xilinx FPGAs,
it stays between 2.2 and 3.5 Gbps. The design’s efficiency
also confirms that it makes the best use of the available
resources. Each slice has a speed range of 1.75 Mbps to 7.8
Mbps. It is a good choice for the various Internet of Things
use cases, including surveillance, smart lighting, smart
buildings, and AC control, because to its high throughput
and low resource requirements. For applications that require
faster response times, such smart grid applications, low
latency could be advantageous. BRAMS are good way
for resource reduction in FPGA. But its implementation
in gates occupies large area. In future, effort will be on
further reduction of slice consumption and developing more
lightweight-ciphers for IoT applications.
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